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Abstract

Deep learning has revolutionised healthcare, transforming the analysis of medical data and

achieving performance on par with medical experts in a wide range of imaging tasks. This

paradigm shift has established artificial neural networks as pivotal tools in healthcare appli-

cations, including disease diagnosis, treatment planning, and surgical interventions. As such,

machine learning has become a cornerstone of modern medical innovation, driving progress

toward improved clinical outcomes and personalized care.

However, training deep neural networks directly on the Internet of Things (IoT) devices at

the edge poses significant challenges due to their constrained computational resources. Conse-

quently, the vast potential of IoT devices in healthcare remains underutilized. These devices,

widely available in medical environments, offer a unique opportunity to decentralise artificial

intelligence (AI) by shifting computation from centralised cloud systems to the edge. Exploiting

mist architectures already deployed in hospitals, this approach has the potential to revolutionise

healthcare by enabling real-time processing, reducing latency, and enhancing data privacy and

security.

Despite this promise, the adoption of machine learning in healthcare is hindered by critical

challenges, including data privacy concerns, interoperability barriers, and the need for equitable

access to technology. Innovative solutions are required to address these obstacles and fully

realise the transformative potential of AI-driven healthcare.

This thesis addresses these challenges by designing a novel, decentralised federated learning

framework tailored for healthcare applications. This framework facilitates privacy-preserving

inter-hospital collaboration by leveraging existing mist architectures and the ubiquity of IoT

devices. A key innovation of this research is the development of a bespoke blockchain consensus

mechanism integrated with masked autoencoders (MAEs), providing robust privacy protection

and enabling advanced federated learning capabilities. This work represents a significant step

toward unlocking the full potential of decentralised machine learning in healthcare, paving the

way for secure, collaborative, and scalable AI solutions in clinical practice.
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Chapter 1

Introduction

1.1 Motivation and Objectives

Deep learning has emerged as the dominant paradigm for artificial neural network development

in recent years [5, 6] becoming a transformative force in healthcare, revolutionising how medical

data is analysed and performing on par with medical experts in a multitude of medical imaging

tasks [7] cementing their value in diverse healthcare applications, from disease diagnosis and

treatment planning to surgical interventions.

Unfortunately, training deep networks directly on IoT devices at the edge remains impractical

due to their substantial computational requirements [8, 9]. Consequentially, the vast and largely

untapped computational potential of IoT devices, particularly in healthcare, is underutilised.

Training on the IoT device itself improves privacy by enabling models to train on data without

requiring persistent storage. Furthermore, with training offloaded onto IoT devices energy

consumption can be reduced as high computational powered devices would no longer be required

and would potentially eliminate the need for cloud computing and therefore connection to a

network.

These devices, ubiquitous in medical settings, represent an opportunity to decentralise artifi-

cial intelligence by shifting computation from centralised cloud systems to the edge, leveraging

1
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existing mist architectures already deployed in hospitals. This shift has the potential to revolu-

tionise healthcare enabling real-time processing, reducing latency, and enhancing data security.

Nevertheless, this transition is fraught with challenges. Even with access to powerful computa-

tional resources, deep learning networks are prone to overfitting on large datasets comprising

vast volume of data [10]. Furthermore, successful training hinges on the availability of anno-

tated data [11], much of which is inaccessible in healthcare due to stringent privacy regulations

and data imbalances. These limitations underscore one of the most pressing challenges in ma-

chine learning: how to enhance the utility of datasets while preserving their privacy. While

there exists many publicly available medical datasets online there are strict laws and guidelines

that must be followed as well as ethics comities that must be convened to determine the appro-

priate protocol for obtaining and sharing medical data. Furthermore, data must be sanitised

to remove all personally identifiable information, as such information could be used against

the patient; for example in countries without free healthcare, a medical insurer could use this

information to deny a policy. Additionally, in the case of rare or hard to capture medical

data, such as anastomotic leaks as discussed in Chapter 3, one source of data is unlikely to be

enough. Inter-hospital collaboration would be required in order to build a useful dataset which

would then require all participants to agree and trust each other, an unlikely scenario even

among hospitals owned by the same institution. Addressing this issue is critical for realising

the potential of IoT-based federated learning in healthcare and achieving robust, decentralised

AI systems at the edge.

Federated learning is uniquely suited to this task, as it can operate on non-iid (non-independent

and identically distributed) data [12] and is an ideal match for the IoT environment, since

it is naturally distributed with each participant training their own network and receiving a

representative network after aggregation. This allows for each network to be trained on a

smaller subset of the data requiring less computation complexity than training a network on

a complete dataset. As a result, even if an individual hospital only has a small dataset that

cannot effectively train a network, collaborating with other hospitals, in a privacy-preserving

manner, produces a network akin to one trained directly on all the data.
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Currently, federated learning uses either a centralised server for network aggregation or a decen-

tralised mechanism, predominately via blockchain [13]. Centralised servers are less complex but

require trust; this may be suitable when all networks belong to the server’s owner but causes

issues with privacy concerns when the participating network’s owners have differing goals, for

example, a private hospital, a public hospital and a medical research team. Therefore, de-

centralised (blockchain) federated learning has the most potential; however, while applications

such as cryptocurrency are enhanced by the transparency inherent in blockchain, this decreases

the privacy for federated learning. Not only are all networks publicly visible, and therefore

can be subjected to model inversion attacks. The network suppliers may be malicious. Using

current approaches, it is difficult to detect malicious networks and determine whether incorrect

information has been supplied alongside the network. For example, federated averaging [14]

requires the participants to include the number of data samples the network has seen which is

unverifiable.

1.2 Overview of Thesis

This thesis investigates how Machine Learning (ML), particularly artificial neural networks,

can be effectively deployed in healthcare applications where data is limited, imbalanced, or

fragmented. Using anastomotic leak detection as a use case, the thesis begins by addressing

the key challenges in developing automated diagnostic systems for such leaks. These chal-

lenges include variability in clinical definitions, inconsistencies in diagnostic procedures, and

the delayed manifestation of leaks, which may only become apparent days after surgery.

To tackle these issues, this research explores the feasibility of generating 3D models from images

of the anastomosis. This approach not only increases the training data available for other

healthcare applications but also introduces a novel method for visualising the anastomotic

joint. By enabling exploration without relying on advanced imaging modalities like Computed

Tomography (CT) or Magnetic Resonance Imaging (MRI), the proposed method presents a

cost-effective and accessible alternative for healthcare settings.
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However, a key limitation identified throughout this process was the scarcity of labelled medical

data, compounded by privacy concerns that restrict inter-hospital data sharing. To overcome

these barriers, this thesis investigates federated learning, a privacy-preserving framework that

allows multiple institutions to collaborate on training ML models without sharing sensitive

data. To further strengthen the framework, blockchain technology is integrated, creating a

decentralised system that requires no trust between participants. This combination ensures

data security while enabling effective ML model development across institutions.

A significant contribution of this thesis is the demonstration of federated learning on Inter-

net of Things (IoT) devices, showing the potential for edge-based neural network training in

medical environments. This work establishes the feasibility of using IoT devices, already preva-

lent in many hospitals, to perform distributed training, thereby decentralising computational

workloads and enhancing system scalability.

To fully integrate these advancements into a hospital’s operational framework, a novel blockchain

consensus mechanism tailored for federated learning was developed. This mechanism leverages

existing hospital infrastructure to maximise efficiency, enabling fully distributed network train-

ing at the edge. By uniting federated learning, IoT edge computing, and blockchain technology,

this research presents a comprehensive, privacy-preserving framework designed to address crit-

ical challenges in modern healthcare, laying the groundwork for broader adoption of AI-driven

solutions in clinical practice.

1.3 Thesis Structure

This thesis is organized into six chapters, each building upon the previous to explore how Fed-

erated Machine Learning (FL) at the edge on IoT devices can address critical challenges in

healthcare, particularly in privacy-preserving collaboration and efficient neural network train-

ing.

• Chapter 1: The introduction sets the stage by exploring the current trends in artificial
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intelligence, with a focus on deep learning. It discusses the strengths and limitations of

these approaches in healthcare and IoT environments while introducing the foundational

technologies that underpin this research.

• Chapter 2: This chapter provides a comprehensive literature review, summarising the core

technologies examined in subsequent chapters. It highlights related research addressing

similar objectives, critically analysing their methodologies, and identifying the influences

and distinctions that shaped this work.

• Chapter 3: Focused on the vital task of anastomotic leak detection, this chapter explores

what makes detecting these leaks so critical and the limitations of relying on advanced

imaging modalities such as CT and MRI. It investigates the potential of image-to-model

generation for enhancing diagnostics while identifying the challenges that must be over-

come to develop a fully realised system.

• Chapter 4: This chapter outlines the steps taken to address these challenges, introducing

the use of federated learning and blockchain technology to train neural networks at the

edge on IoT devices with limited, unbalanced data. It demonstrates the feasibility of

combining these technologies to preserve privacy while enabling collaborative learning.

• Chapter 5: Building on the groundwork laid in Chapter 4, this chapter presents a novel

integration of federated learning and blockchain. It introduces a bespoke consensus mech-

anism designed specifically for federated learning, offering a paradigm for hospitals to

collaborate securely and distribute network training across existing IoT mist networks.

• Chapter 6: The final chapter summarises the key findings and outcomes of the research. It

reflects on the contributions made by the thesis, discusses the implications for healthcare

AI, and identifies opportunities for future research in federated learning at the edge.

This structured approach ensures a logical progression from foundational concepts to advanced

solutions, culminating in a framework designed to enable secure, efficient, and collaborative AI

applications in healthcare.
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1.4 Contributions

This thesis makes significant contributions to the fields of machine learning, healthcare, and

IoT by addressing the challenges of decentralised federated learning at the edge. The key

contributions are as follows:

• Motivation and Requirements for Autonomous Healthcare Systems: a comprehensive

analysis of the motivations, challenges, and requirements for developing an autonomous

system for detecting anastomotic leaks, a critical complication in surgical procedures.

• Model-to-Image Generation Framework: a novel model-to-image generator for creating

alternative views of an anastomotic ring, offering a viable alternative to complex imaging

modalities like CT and MRI.

• Decentralised Federated Learning Framework: a robust federated learning framework for

learning on the edge (LotE), demonstrating its ability to outperform traditional cen-

tralised training methods.

• Practical IoT Federated Learning System: a federated learning system on an IoT device,

providing physical results that showcase the feasibility of LotE while highlighting its

associated challenges in real-world healthcare environments.

• Novel Blockchain Consensus Mechanism: a new consensus mechanism, Proof of Reasoning

(PoR), tailored specifically for decentralised federated learning on the blockchain. This

mechanism ensures secure, privacy-preserving collaboration across multiple participants.

• Integration of Masked Autoencoders with Federated Learning: Combining masked au-

toencoders (MAEs) with the PoR consensus mechanism, enabling advanced federated

aggregation methods that enhance privacy, data utility, and overall performance.

These contributions collectively advance the state of the art in applying machine learning at

the edge in IoT-enabled healthcare settings, addressing critical challenges, such as privacy

preservation, data scarcity, and computational efficiency.
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1.5 Publications

The research within this thesis has resulted in publications in peer reviewed journals [J] and

conferences [C]. The following publications are directly related to the research within this thesis:

1. Calo James, and Lo Benny. “Federated Blockchain Learning at the Edge” [J] In Infor-

mation 14, no. 6: 318. 2023. doi: 10.3390/info14060318

2. Calo James, and Lo Benny. “IoT Federated Blockchain Learning at the Edge” [C] In

Proceedings of IEEE EMBC 2023, 24-28 July 2023, Sydney Australia.

doi: 10.1109/embc40787.2023.10339946

3. Calo James, and Lo Benny. “Proof of Reasoning for Privacy Enhanced Federated

Blockchain Learning at the Edge” [J] In IEEE Internet of Things Journal (IEEE IoTJ)

(Proposed, not yet accpeted)

Additionally, the following publications are not covered in this thesis but have been contributed

to as a co-author:

1. Wang Zeyu, Lo Frank P.W, Huang Yunran, Chen Junhong, Calo James, Chen Wei, Lo

Benny. “Tactile perception: A biomimetic whisker based method for clinical gastrointesti-

nal diseases screening” [J] In npj Robotics 1, 3 (2023). doi: 10.1038/s44182-023-00003-8

2. Zhang Ruiyang, Chen Junhong, Wang Zeyu, Yang Ziqi, Ren Yunxiao, Shi Peilun, Calo

James, Lam Kyle, Purkayastha Sanjay, Lo Benny Ping Lai “A Step Towards Conditional

Autonomy - Robotic Appendectomy” [J] In The IEEE Robotics and Automation Letters,

vol. 8, no. 5, pp. 2429-2436, May 2023, doi:10.1109/LRA.2023.3254859

3. Wang Zeyu, Lo Frank P.W, Chen Junhong, Calo James, Lo Benny, A Thompson and

E Yeatman “An AI-Driven Bionic Whisker System Assisting for Clinical Gastrointestinal

Disease Screening” [C] In Proceeding of 2024 International Joint Conference on Neural

Networks (IJCNN), Yokohama, Japan 2024



Chapter 2

Background Theory

2.1 Generative Adversarial Networks (GANs)

Generative Adversarial Networks (GANs), introduced in 2014 by Goodfellow et al. [15], rep-

resent a transformative innovation in machine learning, particularly for image generation and

domain adaptation tasks. GANs consist of two neural networks, a generator and a discrimina-

tor, that compete in a zero-sum game, enabling the generator to learn the underlying latent

representation of data and produce new, realistic instances. This capability has been espe-

cially impactful in augmenting datasets by generating synthetic, yet convincing, data that can

supplement model training and improve performance [16].

Initially designed for the generation of realistic images, GANs have evolved to support a wide

array of tasks, including mapping between disparate data domains. Their ability to perform

such mappings has opened the door to numerous applications in healthcare, such as modality-

to-modality transformations. For instance, GANs can facilitate the conversion of ultrasound

images into X-rays, a task that holds significant value given the challenges associated with

X-rays, such as higher cost, radiation exposure, and greater technical requirements. Similarly,

transforming between advanced modalities like CT and MRI images has the potential to improve

diagnostic workflows and reduce reliance on resource-intensive imaging techniques.

8
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GANs are increasingly central to state-of-the-art machine learning due to their dual capacity

for supervised and unsupervised learning. Their generative capabilities have unlocked new

possibilities in computer vision, allowing researchers to address challenges previously thought

insurmountable. In the context of healthcare, GANs provide a means to tackle critical issues

such as data scarcity, modality disparities, and diagnostic automation, all of which are pivotal

for advancing edge computing solutions on IoT devices.

2.1.1 Standard GAN

The standard GAN takes random noise as its input (called the latent space as it has the

potential to be an image) and outputs a photo realistic image. However, as GANs increased in

popularity and ability, they started being used for image-to-image translation called Pix2Pix

which led to other types of GANs such as CycleGAN (described below).

GANs work on the concept of a zero-sum game, where the losses of one player are equal to

the gains of the other; in the case of GANs, the generator (the blue network in figure 2.1) and

the discriminator (the red network in figure 2.1) are trained simultaneously in an adversarial

setting. The generator, analogous to a forger, learns to create realistic images, images that

are indecipherable from ”naturally” created images. On the other hand, the discriminator,

analogous to a fraud detective, learns to discriminate between real images and those generated

by the generator (the forger)1.

As training commences, the generator learns to create more realistic-looking images by at-

tempting to fool the discriminator; simultaneously the discriminator learns to detect which

images are generated and which aren’t. As this battle continues both networks get better at

their respective roles until the discriminator can no longer tell the difference between the two

types of images, essentially the generator obtains all the points in the zero-sum game leaving

the discriminator with a score of zero.

Additionally, since GANs are composed of two networks, they lend themselves intrinsically to

1Some of the ”real” images could be from another generator not involved with the GAN system being trained
but this is rare.
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Figure 2.1: GAN Network Architecture. Discriminator inputs IM+1 to I2M are for the target
image if the network is being used for Pix2Pix, otherwise only a true image or generator output
is input to the discriminator and the inputs (IM+1 to I2M) aren’t used.

distributed deployment, such as IoT, and learning on the edge, which is the largest hurdle in

developing on-demand, efficient and practical Machine Learning models.

The following sections delve into advancements in GAN architectures that are most relevant

to the research in this thesis. A comparative overview of key GAN architectures is provided in

Table 2.1.

2.1.2 Self-Supervised GAN

The increasing prominence of self-supervised learning in machine learning research has extended

to Generative Adversarial Networks (GANs) [23], enabling these architectures to benefit from
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Generator A (Gα) Generator B (Gβ)

Discriminator A (Dα) Discriminator B (Dβ)

Fα

Fβ

Figure 2.2: CycleGAN Network Architecture. Fα and Fβ are functions learnt by Generator A
(Gα) and Generator B (Gβ) (respectively) to map images from one image domain to another
(i.e. Fα maps domain A to domain B and Fβ is its inverse).

auxiliary tasks during training. Self-supervised GANs utilise such tasks, such as rotation pre-

diction [17], to train in an unsupervised manner while simultaneously leveraging the advantages

of conditional (supervised) models. This hybrid approach not only enhances GAN training but

also provides a form of “memory”, addressing a key challenge in training on large datasets.

When training a standard unsupervised GAN on massive datasets like ImageNet, whose widely

used subset contains 1,281,167 training images, 50,000 validation images, and 100,000 test

images spanning 1,000 classes, the model often suffers from “catastrophic forgetting”. This

phenomenon occurs when the network loses representations of earlier-learned classes, as it

focuses on newer data during training. By incorporating an auxiliary task, GAN can establish

an additional representation tied to the latent space. This acts as a regularising mechanism,

embedding a form of supervision into the network, hence the term “self-supervised”.

Self-supervised GANs are particularly relevant to healthcare applications where data scarcity

and class imbalance are persistent challenges. The auxiliary tasks can serve as a mechanism

for extracting more robust and generalisable feature representations, improving the quality of
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synthetic data and enabling better performance in downstream tasks like diagnosis or anomaly

detection.

2.1.3 Pix2Pix

Pix2Pix, introduced by Isola et al. [18], is a highly versatile generative adversarial network

(GAN) architecture that has served as the foundation for several advanced models, including

CycleGAN [19] and the two primary forms of Siamese GANs: disparate image domain trans-

formation [21] and low-resolution to high-resolution reconstruction [20]. Its adaptability and

effectiveness have made it a cornerstone in the field of image-to-image translation.

Pix2Pix excels at converting one image domain into another through paired training data,

enabling transformations such as labels to facades, black-and-white images to colour, aerial

photographs to maps, day-to-night transitions, and edges to photos [18]. Its ability to perform

these transformations has catalysed numerous advancements in GAN research and practical

applications.

For example, systems like TraVeLGAN [21] extend Pix2Pix’s capabilities to translate between

unrelated domains. This enables transformations such as mapping endoscopic images to X-ray

images, an innovative application with significant implications for healthcare imaging. However,

while such outputs may appear visually convincing, they often lack functional accuracy. Despite

this limitation, these transformations can still be valuable, particularly when they produce

streamlined outputs that enhance the performance of downstream systems. By integrating

these results as inputs into later stages of a pipeline, Pix2Pix-based systems can amplify the

overall utility and efficiency of the workflow, even in domains like medical imaging where

precision is paramount.

Pix2Pix’s transformative capabilities and adaptability continue to inspire research and appli-

cations, demonstrating its relevance across diverse fields, including healthcare, where it has

potential to support innovative solutions in diagnosis, visualisation, and data augmentation.



2.1. Generative Adversarial Networks (GANs) 13

2.1.3.1 CycleGAN

CycleGAN shifts the classic GAN paradigm without actually changing the core of the GAN

system, unlike other GAN variants, such as Pix2Pix and Siamese GAN. Pix2Pix’s only difference

from a traditional GAN is that the input is a “real” image as opposed to a latent space vector

(random noise).

By using two Pix2Pix GANs, CycleGAN learns to map images for one domain into another;

this is especially useful for unpaired data as CycleGAN is actually an unsupervised learning

technique. As shown in figure 2.2, a pair of generators learn to map to each other’s image

domain. For example, if the two image domains were alligators (domain A) and crocodiles

(domain B), then generator A (Gα) takes images that belong to domain A (images of alligators)

and learns to transform them to domain B (images of crocodiles), i.e it learns the function Fα :

domain A → domain B. On the other hand, generator B (Gβ) takes images of crocodiles and

learns to transform them into alligators, i.e it learns the function Fβ : domain B → domain A.

Both discriminators work in much the same way as with a standard GAN, i.e. discriminator

A (Dα) learns to differentiate between “real” images of alligators (domain A) and generated

images of alligators from crocodiles (Gβ(crocodile)). Inversely discriminator B (Dβ) learns to

differentiate between “real” images from domain B (crocodiles) and generated crocodile images

(Gα(alligator)).

However, the utility of the CycleGAN system comes from two additional loss functions: cycle

consistency loss and identity loss. Cycle consistency loss forces the two generators to work as

a pair; for example, Generator A (Gα) takes an image of an alligator (image X) and returns an

image of a crocodile Ŷ (such that Ŷ = Gα(X)). Generator B (Gβ) then takes the generated

image of a crocodile Ŷ and returns a generated image of an alligator X̂ (such that X̂ = Gβ(Ŷ )).

We therefore have two images, the original alligator X and the generated alligator X̂ which is

a double generation of the original alligator X (i.e. we have real image X and fake image X̂

where X̂ = Gβ(Gα(X))). The cycle consistency loss is therefore the difference between these

two images as any mapping from domain A to domain B and back again ideally should return
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the original domain A image.

Identity loss, on the other hand, is used to ensure that if a “real” image of the target domain

is supplied to a generator then the same image, or at least a very similar image, is returned.

For example, if Generator A (Gα) is given an image of a crocodile (domain B) it should make

no changes as the image already belongs to the target domain.

With all of this together CycleGAN is useful even if the aim is only to map image domains

in one direction as it allows for unsupervised learning which is especially prudent in situations

where obtaining paired data is impossible as is the case in Chapter 3’s research into model to

image translation, described in section 3.3.

Currently, the state-of-the-art medical CycleGAN maps paired MRI-CT images on one another

to train a segmentation system [24]. While this is promising, it does require paired data which

is extremely rare in cross-modality imaging.

2.1.3.2 RL GAN Cooperation

Combining Reinforcement Learning and GANs has an interesting effect. GANs are very capable

for image generation tasks [25, 26, 27]; however, when used in real-time, practical applications

the training of a GAN is unstable and can suffer from mode collapse [28]. Fortunately, by

training a GAN on a latent representation, such as the output of an autoencoder’s encoder,

the GAN produces more stable results compared to raw input [29]. This approach not only

improves convergence but also allows for more robust handling of complex datasets. This

can then be taken one step further by inserting a reinforcement learning agent in between

the encoder, from the autoencoder, and the GAN. The agent then learns how to optimise

the input to the GAN to improve the performance, both the speed and accuracy, of the whole

system [22]. However, thus far this technique has been used mostly on reconstruction tasks (3D

pointcloud reconstruction, shape completion etc). The combination of Reinforcement Learning

(RL) and Generative Adversarial Networks (GANs) has demonstrated promising advancements

in addressing key limitations of GANs. Its potential in healthcare applications remains largely
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untapped.

For instance, in medical imaging, an RL-enhanced GAN system could be employed for gener-

ating high-quality, domain-specific synthetic data from latent representations, addressing data

scarcity while maintaining stability and efficiency. Future research could explore how this co-

operative framework can be adapted for real-time diagnostic or therapeutic applications on IoT

devices.

2.2 Transformers

Transformer networks have emerged as a groundbreaking architecture in machine learning,

revolutionising tasks in natural language processing (NLP), computer vision, and beyond. In-

troduced by Vaswani et al. in 2017, Transformers are based on the concept of self-attention,

allowing the model to weigh the importance of different parts of the input data dynamically

during processing [30]. Unlike traditional recurrent and convolutional networks, Transformers

are highly parallelisable, enabling faster training on large datasets.

The key components of transformer networks consist of:

• Self-Attention Mechanism: The core of Transformer networks is the self-attention

mechanism, which computes attention scores for all input tokens relative to one another.

This allows the model to focus on the most relevant parts of the input sequence, captur-

ing long-range dependencies effectively. The scaled dot-product attention, combined with

multi-head attention, enables the model to learn relationships across multiple represen-

tation subspaces [30].

• Positional Encoding: Unlike recurrent networks, Transformers lack an inherent sense

of order in input sequences. Positional encodings are added to the input embeddings to

provide information about the relative or absolute position of tokens, crucial for sequential

data like text or images [30].
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• Encoder-Decoder Architecture: The Transformer network typically consists of an

encoder-decoder structure. The encoder maps the input sequence into a latent represen-

tation, while the decoder uses this representation to generate the output sequence. For

tasks like classification, only the encoder may be used [30, 31].

Transformers have shown significant promise in healthcare applications. Vision Transformers

(ViTs) adapt the Transformer architecture for image data by dividing an image into patches

and processing these patches as tokens. This approach has been applied to tasks, such as

medical image segmentation, classification, and anomaly detection, outperforming traditional

convolutional neural networks (CNNs) in certain cases [32, 33].

Transformers excel in analysing sequential data, making them suitable for tasks involving Elec-

tronic Health Records (EHRs). For instance, models such as BERT have been adapted to

extract meaningful patterns from patient records, aiding in diagnosis and treatment planning

[34].

While Transformer networks are powerful, they are computationally intensive, requiring sig-

nificant resources for training and inference. Although Transformers are capable of handling

variable-length inputs, enabling distribution across multiple devices, this limitation still poses

challenges for deploying Transformers on IoT devices with constrained hardware. Techniques

such as model pruning, quantisation, and lightweight Transformer architectures (e.g., Mobile-

BERT or TinyBERT) are active areas of research aimed at making these models more efficient

[35].

2.3 Learning on the Edge

Learning on the edge would allow for a great step forward in training bespoke models; by

integrating training into the use/deployment of a system two main benefits can be achieved; an

edge learning system can use tailored data, which could optimise the models for the targeted

task. Additionally, the system could dynamically learn and continue to adapt as it works, since
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Figure 2.3: Comparison of Traditional Cloud Architecture and Learning on the Edge Architec-
ture

training on the edge would allow the system to learn in real, or near real, time.

To maximise the use of available computing resources, cloud computing is one option for training

large models. Given the latency in Internet communications and the advancements in IoT, more

and more data analytics systems or applications require real-time responses are built based on

Fog and Edge computing architectures. For the purposes of this thesis Fog computing refers

to a local server/connection point that is physically close to the user, i.e the user directly

connects to the Fog server which reduces latency and doesn’t require an internet connection,

whereas Edge Computing refers to the computation being run on the device itself or possibly a

companion device, i.e a connected smartphone. Research, such as that in [36, 37], has developed

an Edge based classifier for seizure detection and compressed sending of results. Whilst this

is a great step towards Edge Computing, there is limited Artificial intelligence being leveraged

and so these types of systems aren’t able to use some of the recent advances in the field of

AI for health applications. On the other hand, research such as [38] and frameworks such as

TensorFlow Lite [39] take a trained Machine Learning model, in this case Artificial Neural

Networks, and convert them into a lightweight form so they can be run on Edge devices. This

greatly improves the analytic abilities of Edge devices, but the said models have to be trained

on a dedicated system or the cloud, instead of learning on the Edge.
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As the IoT field advances and there are increasingly more devices which are more energy

efficient, powerful and affordable, the utility of Edge computing is becoming more apparent.

Along with reducing the latency issues of cloud computing, the gap between what is feasible in

edge learning in practice as opposed to just for research is closing.

Furthermore, Federated Learning (a framework especially suited for private, decentralised

datasets) is the perfect bridge between Edge Learning and Artificial Neural Networks, in partic-

ular generative adversarial networks (GANs). Federated Learning, described in further detail

and its relation to medical image analysis in section 2.3.3, allows for many instances of a model

to be trained individually and weight updates are collated and averaged over all instances before

the global update is sent to all running models. This allows for improved privacy as the train-

ing data never leaves the system and can help train bespoke model instances. GANs provide

a fascinating orchestration pattern; since there are two networks in a GAN system, federated

learning could allow multi-generators to a single discriminator or visa-versa. This lends itself

nicely with Edge Learning as the distributed GANs are then easier to train on edge devices as

the number of iterations required is reduced proportionally to the number of federated clients

(local training) before all the data is collated on a local server forming a hybrid edge-fog system

(for global training). This could then be taken further to produce a, potentially decentralised,

system for training a large model.

The following presents an overview of the current state of arts in both Edge Computing and

Edge Learning split thematically.

2.3.1 Edge Systems

IoT contains two main architectures, cloud computing and edge computing which differ pri-

marily by the location where the computations take place and additionally differ in computing

power. Additionally, there are three primary layers: Cloud, Fog and Mist. [40] These layers

are analogous to their namesakes, clouds are large and furthest away from the ground, fog is

lighter and hover between the ground and the mist is a thin layer of water molecules suspended

just above the ground. The distance from the ground can be thought of as the distance from
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Figure 2.4: IoT Architecture Archetypes: Cloud and Fog both require an external server for
handling the computations requested by the IoT device. The primary difference is the server’s
location, which is local for fog and external for cloud, and communication protocol. Mist,
on the other hand, requires no external communication and all computations are done on the
device itself.

the users and the size of the water molecules are analogous to the computing resources at each

layer.

Cloud computing is still the most prevalent [41, 42] , allowing complex computations to be

run on dedicated machines with the results streamed to IoT devices on demand, significantly

reducing the need for IoT devices to perform complex calculations and instead act as a go-

between for the client and server. This is effective but requires a connection to work; any

disruption, due to congestion or network cutout, will cause a delay or even complete loss of

functions which is unacceptable in many contexts such as during surgery or within a self driving

vehicle.

Fog computing [43, 44] attempts to overcome these issues by exchanging the cloud server for a

local server in the same location as the IoT devices; for example, a fog server may be housed
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in a hospital, so that every internal IoMT device can connect directly to it, as opposed to

an external connection, such as via the internet as is commonly the case in cloud computing.

However, fog computing may still experience connection issues and requires space for dedicated

hardware in close proximity, which is not ideal for situations where users either cannot be in

close proximity or servers cannot be installed in the required location, such is the case with

IoT sensors worn on the user who is on the move. Fog computing is a hybrid approach and is

there in the intersection of cloud computing and edge computing.

Therefore the most useful archetype is mist computing [23] where all computations are run on

the IoT device itself or another (local) participant. Whilst this too requires a connection and is

therefore prone to the same issues as fog computing, all participating devices are autonomous

and can act individually as required. Unfortunately, this is also the most challenging archetype,

as the available resources are heavily limited and often require more specific solutions dependent

upon the abilities of the individual device. However, whilst Mist computing itself, is completely

within the edge computing boundary it is frequently used in concert with the other layers.

Therefore, when referring to edge computing, it is implied that only the mist layer is used, with

each IoT device communicating only to each other without the requirement on dedicated (and

more powerful) external servers.

Finally, there are additional paradigms that use software approaches to allow for additional

benefits; dew computing, for example, caches and mirrors data on the cloud or fog in order to

respond as if the data were local but requires syncing with the true cloud servers. The most

prevalent examples of dew computing are in cloud file storage where a local computer may

contain cached copies of the files which are then synced with the cloud whenever changes are

made or a refresh is requested.

Edge and fog computing, as a whole, have made great strides. Mobile Edge Computing (MEC),

for example, allows for cloud computing capabilities with vastly reduced latency, high band-

width and real-time access to network information [45]; therefore, big data analytic techniques

can be applied with real-time feedback. However, this system does not actually leverage edge

computing’s architecture; instead, it uses a fog computing architecture and as such must over-
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come issues, such as reliance on users being in proximity to the fog servers, ensuring the

connection doesn’t interfere with the user’s ability to access the internet (mobile data).

In order to overcome these issues, there are a small number of IoT systems that utilize true edge

computing; however, these solutions either do not leverage machine learning at all or cannot be

trained at the edge. For example, research by A.A. Abdellatif et al. developed an edge based

classifier for seizure detection [36, 37]. Whilst this is a great step towards edge computing there

is no machine learning being leveraged and so these types of systems aren’t able to use some of

the recent advances in the field of machine learning for health. On the other hand, IoT devices

using machine learning do exist and bringing machine learning, particularly neural networks

and their collective family (convolutional, deep, etc), onto the edge is a wide area of research

[8]. TensorFlow has the TensorFlow Lite [39, 46] framework which is designed to convert a

trained neural network to run on edge devices and is a very popular toolkit and is used in the

book, TinyML [47] for running neural networks on embedded devices. However, whilst it can

be used for on-device training, to our best knowledge, there are no systems that employ this.

Given the accelerated demand for faster training of more complex neural networks, there has

been a focus on dedicated hardware such as GPUs and application-specific integrated circuits,

such as Google’s TPU (Tensor Processing Unit) and FPGAs (field-programmable gate array),

which are inherently cohesive with matrix multiplication operations that underpin the training

of neural networks.

Whilst improvements to these specialized hardware components have accelerated our machine

learning abilities, due to their high cost, large footprint, and high energy draw, they are often

missing from IoT devices, where smaller and less obtrusive devices are preferred. Even IoT

devices that do contain specialized hardware, such as modern mobile phones which may have

GPUs, require smaller, embedded, versions that are significantly less powerful than their full-

sized counterparts. Furthermore, the less hardware required the lower the baseline battery

draw is, a vital factor in IoT.

As a result, learning on a CPU on the Edge is paramount! Removing dependency on specific

hardware and providing all benefits via software allows existing devices to use this framework
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and keep the footprint of new devices small and focused on efficiency. Intel developed the Intel

Xeon Scalable processor which is geared towards learning and inference, focusing on three main

features: The compute and memory capacity of the CPU, software optimisations for the CPU

for machine learning tasks, specifically DNNs, and the use of distributed training algorithms

for supervised deep learning workloads [48]. Although Xeon was designed for servers, these

features could be translated to edge computing, for example, the memory capacity allows

for better batching of input data and by not using a GPU, there is no overhead between

moving data from the CPU to GPU and back again. Also, edge computing and IoT are

inherently distributed and as such learning can be offloaded and computed at the source or

destination potentially increasing the efficiency of the whole system allowing each device to

act autonomously and only interact with other devices when needed [44]. Furthermore, since

training occurs upon observation of new data, which may not be consistent, inference, via

the previous globally updated network, may be used simultaneously resulting in an online,

continuous learning paradigm where networks are incrementally improved while running; this

could be further improved by leveraging unsupervised techniques [49] or by using the inferring

network as the supervisor.

Therefore, a privacy-ensuring, low-powered and generalizable method is required for training

neural networks running at the edge. Federated learning allows multiple networks (of the same

architecture) to train simultaneously on non-iid (non-independent and identical distributed)

data without ever storing it and aggregating their knowledge into a global network, thereby

learning at the edge. However, vanilla federated learning requires a centralised server for the

aggregation; when privacy is involved, trust can be an issue. Therefore, a hybrid approach is

proposed, utilising the decentralisation of blockchain to create a framework that runs efficiently

on multiple IoT devices across a P2P network, removing the need for a trusted centralised server,

thereby improving privacy and adding robustness to data integrity. Furthermore, this enables

the learning process to be distributed across participating devices (which federated learning

does not implicitly do) leveraging the ubiquity of IoT devices to offset their lack of power by

increasing the number of devices that are able to run in parallel.

There is a clear hierarchy of architectural archetypes; on one end there is cloud computing
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Figure 2.5: Comparison of Cloud, Fog and Edge Architectures

[41, 42, 50, 51, 52] containing vast resources with increased computational power. This, however,

requires communication between the local system and the cloud. Therefore issues such as loss

of connection, network congestion, cyber security, etc. will affect the system’s performance.

On the other end is edge computing [53, 54, 45, 37, 8, 55, 38, 36, 23, 56, 57, 43] with restricted

resources but unparalleled access to the device as both the system and the backing computations

are on the same (or physically close) device. In between these archetypes is fog computing

[57, 43, 58, 59, 44]; having the same structure as cloud computing but instead using a local

server as shown in Fig. 2.5. Current solutions target either cloud and fog based computing

which do in fact run on the edge; however, they either lack machine learning or only perform

inferencing, and not training, which is the most computationally demanding task.

One ideal use of IoMT devices is mobile health (mHealth). In developing countries, this has

been shown as an effective method to monitor patients; unfortunately, these systems are often

unintelligent relying on basic mobile phone functionalities [50]. These approaches purposefully

avoid internet connection, since it is unreliable in many developing countries, yet the required

components are in place to leverage the power of machine learning.

On the other hand, the focus of mHealth in developed countries is for smart wearable devices,

often paired with a mobile app, yet these too are unintelligent and use a fraction of the ability

of modern IoT systems running their computations via the cloud; this allows less capable

hardware to run complex computations but suffers from latency issues and must be connected

to the internet to work which is not ideal.
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Whilst there exists a handful of IoT systems that aim to leverage machine learning on the edge,

they only support inferencing and not training.

For example, the STM32CubeAI converts neural networks to run on STM32 Arm Cortex-M-

based microcontrollers [60] and has been used to create a human activity recognition (HAR)

fitness tracker embedding a convolutional neural network (CNN) in a wrist worn, low power,

MCU for inferencing [38]. Frameworks such as these are a step in the right direction but suffer

from the need to train the models on a dedicated system or the cloud.

Simultaneously, there have been advances in the hardware required to infer, and potentially

train, on the edge. GPUs are better adapted to machine learning methods than CPUs but are

rarely found in embedded devices and not all GPUs were created equal; the majority of the

frameworks utilise the CUDA language which is designed specifically for Nvidia GPUs. Fur-

thermore, GPUs may be usurped by AI accelerator application-specific integrated circuits such

as Google’s TPU (Tensor Processing Unit) and FPGAs (field-programmable gate array), which

are used in Microsoft’s Project Brainwave to improve real-time deep neural network (DNN)

inferencing [41, 42]. The requirement for specific hardware increases the physical size, power

draw and cost of devices; this is counterproductive for IoMT where smaller and less obtrusive

devices are preferred. By moving the learning to the edge on a CPU, one can upgrade existing

devices whilst keeping the footprint of newer devices smaller and focus more on efficiency.

The infrastructure required to take IoMT and edge/fog computing to the next level is already

in place in a hospital. The users only move within a set area and data collection happens in the

same location meaning federated learning is ideally suited to edge learning in a hospital [23];

multiple surgeries happen simultaneously and can all learn together to train models to increase

generalisability, improving the model’s overall performance by treating each patient or surgery

as a decentralised dataset whilst still allowing for bespoke training on a per patient basis [61].

This is ideally suited to clinical settings, as federated learning never shares data thereby keeping

data private and allowing training on previously inaccessible tasks such as that of anastomotic

leak detection where the existing data, of which there is little, is severely unbalanced.

The majority of Edge Systems for mHealth are still classified as research projects and there are
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exceedingly few, if any, commercial systems on the market. However, Edge and Fog computing

as a whole have made great strides. Mobile Edge Computing (MEC), for example allows for

cloud computing capabilities with vastly reduced latency, high bandwidth and real-time access

to network information [45]. This allows for big data techniques to be applied with real-time

feedback but comes at the cost of not being a true Edge System but a Fog System (as previously

defined) and as such must overcome issues such as reliance on users being in proximity to the

Fog Servers, ensuring the connection doesn’t interfere with users ability to access the internet

(mobile data).

There are also many advancements in Distributed Fog Computing, which has to overcome two

main obstacles: the dynamic nature of edge networks and the context-dependant characteristics

of the application logic [44]. Not only does this create benefit by allowing tasks to be distributed

across multiple devices, it is a natural fit for the distributed nature of IoT and Edge Devices; by

allowing each device to run its own system and communicate with others, autonomy amongst

the systems is achieved.

On the other hand, there has also been a lot of work into bringing Machine Learning, partic-

ularly Artificial Neural Networks and their collective family (Convolutional, Recurrent, etc),

onto the Edge. TensorFlow has TensorFlow Lite [39] which converts a trained Artificial Neural

Network to run on Edge Devices; it does however, require the TensorFlow Lite interpreter to

be run on the devices. It is a very popular toolkit and is used in the book, TinyML [47] for

running Artificial Neural Networks on embedded devices. Other software also exists such as

STM32CubeAI that can convert Neural Networks, in a particular format, to a C library for use

with STM32 Arm Cortex-M-based microcontrollers [60] and has been used by [38] to create a

fitness tracker using a Deep Neural Network embedded in a wrist worn MCU.

However, this effort has largely been based on inference as opposed to training. While inference

may still be resource intensive for Artificial Neural Networks, the inference stage for other

Machine Learning Techniques may not be so intensive, since the goal of Machine Learning

is to approximate a function and can often produce efficient algorithms, for example Genetic

Algorithms may produce a Boolean formula as its predictor, which can be executed efficiently,
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possibly with minor optimisations. The next stage is to bring the learning to the Edge; whilst

a difficult step its benefits are unparalleled.

Finally, there have been advances in computing hardware required to infer, and potentially

train, on the edge. Whilst GPUs are, in general, better adapted to Machine Learning, specif-

ically for Artificial Neural Networks, because of their high core count, multi-threading ability

and are optimised for parallel Matrix manipulation, they are not in every device, although

they are becoming more ubiquitous. However, majority of the development frameworks, Ten-

sorFlow for example, rely on the use of Nvidia GPUs for acceleration, since only they can use

CUDA code, a GPU language specifically for Nvidia GPUs. Furthermore, with the creation of

AI accelerator application-specific integrated circuits such as Google’s TPU (Tensor Process-

ing Unit), GPUs may not remain the go to hardware for Machine Learning. Finally, FPGAs

(field-programmable gate array) allow for hardware changes to be made programmatically to

optimise the low-level hardware design and enable parallel processing for specific tasks. Mi-

crosoft has leveraged FPGAs in their Project Brainwave in order to improve real-time Deep

Neural Network (DNN) inferencing [41, 42]. Whilst all these improvements have accelerated

our Machine Learning abilities, they require specific hardware and so are less able to be run

on older devices without such hardware and which increase the physical size and cost of said

devices. This isn’t ideal in IoT, and especially IoMT (Internet of Medical Things), where the

smaller and less obtrusive the device the better. This is why learning on a CPU on the Edge is

so useful, it can upgrade existing devices whilst keeping the footprint of newer devices smaller

and focus more on efficiency.

2.3.2 IoMT devices

Whilst there are many types of IoMT devices, they broadly come under two overarching cat-

egories: Sensors (wearable or otherwise) that gather the data and Communication/Collation

devices that collect the data (manually or automatically) and send the data to the cloud (see

Table 2.2).

The most common mHealth devices used are, multiple or a single, wearable sensors paired to
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a smartphone application that connects the devices together and to the network as a sort of

broker node that may or may not do some light computation before sending data of to the cloud

or to transform the data into a human readable format such as a graph or table. Unfortunately,

this system paradigm has many issues such as internet connectivity as there may be network

outages or issues may arise in rural or unconnected areas when the devices can’t get reliable

connections to the internet and as such can’t alert users to any issue in time.

2.3.3 Edge learning for medical image analysis

In a hospital setting, it is possible to take IoMT and Edge/Fog computing to the next level. In

a large building where users of the system either don’t move much or only move within a set

area it simplifies the overall architecture. Furthermore, as the use and data collection happen

in the same location, federated learning is ideally suited to Edge learning in a hospital [23];

multiple surgeries happen simultaneously and can all learn together to train models to increase

generalisability, improving the model’s overall performance by treating each patient or surgery

as a decentralised dataset, and still allow for bespoke training on a per patient basis [61]. This

is especially useful in a medical setting as there are many cases where there just isn’t enough

available data, as is the case in anastomotic leak detection where there is almost no data and, of

the data there is, there’s even less with an actual leak. Furthermore, as federated learning never

shares the data it is also applicable for sensitive/private data allowing training on previously

inaccessible data; with time it may even not require consent as no privacy is violated, although

this would require further research as it could be possible to reverse engineer the system to

obtain the data [62].

2.4 Federated Blockchain Learning

Federated learning (FL) integrated with blockchain technology has seen a rapid rise in interest,

particularly as a means to design privacy-enhancing and trustworthy artificial intelligence (AI)

systems, by enabling federated learning to be applied in a decentralised manner due to the im-
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mutable and transparent features of blockchain. These systems aim to provide robust security,

resilience, and scalability for distributed machine learning tasks.

Yang et al. [63] proposed a federated blockchain framework that employs the Practical Byzan-

tine Fault Tolerance (PBFT) consensus protocol, enabling the system to resist up to 33% of

malicious participants while achieving a significantly lower energy cost compared to Proof of

Work (PoW). The framework also utilises Multi-Krum as the federated aggregation scheme

to ensure Byzantine fault tolerance. However, the framework has limitations: hardware con-

straints and a lack of real-world testing. The implementation relies on “authorised” edge servers

with significantly higher computational power than standard IoT devices. These servers are

responsible for validating blockchain transactions, which makes the framework less suitable for

low-power IoT devices. Additionally, as far as it is possible to tell, this proposed system has not

been tested on real-world hardware but rather on cluster computing systems operating at the

fog layer. However, despite this framework not having been real-world tested, it is the current

state-of-the-art obtaining over 70% accuracy on CIFAR-10 with up to 20% of the participants

being malicious. Unfortunately, this requires over 600 training steps using the AlexNet convolu-

tional neural network (CNN) which has over 60 million parameters and, as already mentioned,

is running on a cluster computing system at the fog layer as it would be too large to run on

most IoT devices.

In contrast, Islam et al. [64] proposed an innovative approach using drones to facilitate con-

nectivity between IoT devices operating in a pure mist computing environment. Their system

integrates differential privacy alongside blockchain-enhanced federated learning to provide an

additional layer of privacy protection. However, the scheme requires all participants to pre-

register before contributing to the system, posing challenges in dynamic environments where

devices frequently join or leave the network.

Both approaches demonstrate the potential of blockchain-enabled federated learning for health-

care IoT systems. Yang et al.’s approach provides insights into energy-efficient consensus mech-

anisms, while Islam et al. highlights the importance of ensuring robust connectivity and pri-

vacy in dynamic edge environments. However, neither fully addresses the unique constraints of



2.5. Differential Privacy 29

healthcare IoT devices, such as limited computational and energy resources and the real-time

requirements for medical data processing and diagnostics.

The integration of federated learning with blockchain in healthcare IoT presents several oppor-

tunities for future exploration, most notably the integration of a blockchain consensus protocol,

tailored to federated learning on low-power IoT devices. Additionally, given the dynamic nature

of surgeries, systems need to accommodate a sudden increase or decrease in participants with-

out adversely affecting the overall system. By addressing these challenges, federated learning

with blockchain has the potential to become a cornerstone technology for secure, decentralized,

and efficient AI applications in healthcare.

2.5 Differential Privacy

Differential privacy is a robust mathematical framework that protects any single datapoint

in the dataset by guaranteeing that the inclusion or exclusion of said datapoint does not,

significantly, affect the output of the computation on the dataset, thereby protecting each

individual’s privacy [65, 66]. This is achieved by introducing controlled randomness or noise to

the data or, in the case of machine learning, the model’s parameters, preventing an adversary

from inferring sensitive information about any individual.

In machine learning, differential privacy is commonly applied during model training to safeguard

against privacy breaches in sensitive domains like healthcare. Techniques such as differentially

private stochastic gradient descent (DP-SGD) [67] adapt the traditional Stochastic Gradient

Descent (SGD) algorithm by including two extra steps: gradient clipping and noise addition.

Gradient clipping is applied to the gradient vector (g(xi)) at each step of training to bind the

influence of each individual datapoint by scaling the gradient if the ℓ2 norm is greater than C,

the gradient norm bound.

g(xi)







∥g(xi)∥2 ≤ C = g(xi)

∥g(xi)∥2 > C = g(xi)/
∥g(xi)∥2

C
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Following gradient clipping, each gradient vector has a noise signal applied before summing

and aggregating the gradients into the final gradient vector for that epoch.

2.6 Homomorphic Encryption

Homomorphic encryption allows computations to be performed directly on encrypted data,

without requiring decryption, making it highly valuable in privacy-preserving machine learn-

ing, where sensitive data can remain encrypted throughout the model training and inference

processes, ensuring data confidentiality. While fully holomorphic encryption (FHE) schemes,

such as CKKS [68], enable operations such as addition and multiplication it introduces computa-

tional overhead, as encrypted operations are typically slower than their plaintext counterparts.

Furthermore, matrix multiplication (the backbone of artificial neural networks) requires a large

computation overhead [69] and FHE cannot handle non-linear activation functions, such as

ReLU, as encrypted values cannot be compared to zero, and requires the use of Self-Learnable

Activation Functions (SLAF) [70].

2.7 Functional Encryption

For a given datapoint and a function to be applied to said datapoint, functional encryption

allows the owner to encrypt their data and generate a decryption key that will apply the

aforementioned function to the encrypted datapoint resulting in the same, plaintext, output

that would have been achieved if the original function was applied to the plaintext datapoint

[71]. As opposed to FHE there is no need to decrypt the output of the function, however the

same issues regarding increased complexity and issues with matrix multiplication still apply.

Additionally the owner of the data can place restrictions on the usable functions causing issues

of permission and dataset compatability.
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Name Architecture Uses

Conditional GAN (cGAN) Conditional label embedded
and appended as extra

“channel” to input for both
Generator and
Discriminator.

Constrainable, allowing for
specification of output and
larger set of generateable

outputs. cGAN has a higher
accuracy (more realistic)

than an unsupervised GAN.
Self-Supervised GAN [17] An auxiliary task, such as

rotation amount detection,
is also trained on
discriminator.

Allows for cGAN like
accuracy without any need
for labeling of the data.

Pix2Pix [18] Unet like architecture,
encoder and decoder with

skips and possibly additional
blocks in between encoder

and decoder.

Image to image translation
such as segmentation,

colorisation, day to night
etc.

Cycle GAN [19] A pair of Pix2Pix GAN’s
mapping from one image
domain to the other with
additional constraints on
cycle mapping (mapping
from domain A to B and
back again should result in

the input image from
domain A).

Transformations from one
image domain into a related,

though not necessarily
aligned, domain; for

example, horses to zebras.

Siamese GAN [20, 21] Using any GAN architecture
and adding a siamese

network (traditionally used
in one-shot learning) into

the system in order to group
images that belong together
in the encoded latent space.

Transformations from
completely (visually)

unrelated domains such as
volcanoes to jack-o-lanterns
and clocks to hourglasses.

RL GAN Cooperation [22] Reinforcement Learning is
used to condition the latent
space that is input to the
generator in order to

maximise the accuracy.

3D point cloud
reconstruction, increase in

system speed for some tasks.

Table 2.1: Comparison of GAN architectures
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Type of Device Data Collected or Given Use of Collected Data

Mobile Phone/PDA

• Questionnaire/Forms

• Video based Informa-
tion

Data stored on the cloud for
analysis by various health

authorities (Doctor,
Hospital, Healthcare

providers etc)

(Non-wearable) Medical
Equipment (at mobile site)

• Blood Pressure

• Weight

• Glucose Levels

• etc

Data stored on Cloud for
analysis by health

authorities

Wearable sensors (Holter
monitor, pulse oximeter etc)

• Electrocardiogram
(ECG)

• Oxygen Saturation

• Respiratory Rate

• etc

Data sent to and computed
on Edge node (e.g.

Smartphone, Smart TV,
Raspberry Pi etc). Data is
intelligently computed

before being transmitted to
the cloud or directly to

health authorities

Edge Devices (Smartphone,
Smart TV, Raspberry Pi

etc)
• Any data from commu-
nicating (potentially
wearable) sensor

Intelligently compute data
and make decisions about

the environment
(connectivity/signal, power

etc)

Table 2.2: Classes of devices used in IoMT systems



Chapter 3

Enhanced Learning for Gastrointestinal

Surgical Interventions

The technical contributions of this chapter are:

• A segmentation system for anastomotic rings taken from arbitrary views.

• Evidence that anastomotic ring bruising is not an effective indicator of a leak.

• A system for mapping 3D models of a ”generic” colon to actual images.

Please refer to section 3.1.2 for a full description of the contributions this chapter has made to

the field.

3.1 Introduction

In gastrointestinal surgery, bowel resection (Figure 3.1a) may be required for numerous reasons:

removing tumours when treating colorectal cancer, familial polyposis, treating genetic diseases

such as Crohn’s, trauma (such as bullet wounds) and blockages. Once the section of the bowel

is removed the intestines require rejoining; intestinal anastomosis is the preferred method and

33
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(a) Bowel Resection (b) Anastomosis

Figure 3.1: Bowel Resection and Anastomosis [1]

is often performed by sewing or stapling the two remaining ends. However there is a risk

of anastomotic leak1, a leak of luminal contents from the surgical join, which can lead to

increased lengths of stay for patients, require additional interventions and increase chances of

death [72, 73]. Colorectal anastomotic leak rates vary from 6% to 30% depending on various

risk factors, this variance in leak rates is also due to the varying definitions of anastomotic leak

[72, 74]. It is paramount to identify leaks early to minimise the potential morbidities of this

complication. Delays in identifying an Anastomotic Leak has been demonstrated to contribute

directly to increased patient risk [75]. Generally, anastomotic leaks are detected via contrast

CT scans used to investigate potential leaks, usually after a patient or doctor notices conditions

deteriorating. Unfortunately, many of the findings associated with anastomotic leak are neither

sensitive nor specific [72]. Therefore, the ability to detect such leaks intraoperatively or even a

week later would be an improvement in terms of both patient care and reducing the need for

contrast CT’s.

However, a colostomy may also be recommended, depending on how much of the bowel was

removed, which involves moving one end of the intestine through an opening in the abdominal

wall. This in turn is connected to a bag or pouch so that stool, which would normally move

1Henceforth anastomosis/anastomotic refers to intestinal anastomosis/anastomotic unless otherwise speci-
fied.
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Figure 3.2: Anastomotic reattachment techniques [2] (permission from ©Healthwise, Incorpo-
rated. www.healthwise.org given to [2]).

through the intestine, instead pass through the opening in the abdomen into the pouch which

must be manually emptied out. Ideally a colostomy is used as a short-term solution as it allows

the rest of the intestine to rest during recovery; once recovered, an anastomosis is performed,

attaching the two sections of intestines back together, Figure 3.1b, with stitches or staples,

using one of three techniques: end-to-end (EEA), side-to-side (SSA) and end-to-side (ESA),

Figure 3.2.

Although sometimes there’s not enough healthy bowel left to do an anastomosis, in which case

the colostomy is a permanent solution, the majority of the time an anastomosis is performed

and therefore it is imperative to reduce the related risk. In fact, the literature on anastomotic

leaks typically has a mortality rate in the 10% to 15% range [76, 77, 78, 79, 80] and a leak can

increase the mortality rate from 7.2% (for those without a leak) to 22% [81, 82].

3.1.1 Anastomosis

Anastomotic leak, defined as “a leak of luminal contents from a surgical join”, is the most im-

portant complication to recognise following gastrointestinal surgery [3]. Any delay in treatment
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Figure 3.3: Anastomotic Leak. Original image by Aimee Rowe, TeachMeSurgery [CC-BY-NC-
ND 4.0] [3]

results in prolonged contamination of the abdomen or chest by the luminal contents, this in

turn leads to to the development of severe sepsis and leads to multi organ failure and death.

Furthermore, anastomotic leaks have been correlated with an increase in local recurrence and a

diminished survival rate after colorectal cancer surgery [76, 83, 84]. Therefore, early diagnosis,

resuscitation and treatment of an anastomotic leak is paramount. As a result, for any patient

who is not progressing as expected or deteriorates after surgery, the primary diagnoses should

be that the patient has an anastomotic leak until proven otherwise.

There are multiple factors that lead to an increased risk of anastomotic leak dependant on both

features of the patient and the surgery. Patient factors include “medical” health factors such

as existing medication the patient is taking or illnesses, such as diabetes, and their “personal”

health factors, such as bodily health (obesity, malnutrition etc) or recreational health (smoking,
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alcohol excess etc). On the other hand, surgical factors include the length of the surgery and

whether there is any peritoneal contamination (e.g from pus or GI contents). Obviously, the

surgeon only has limited control over the surgical factors, and no control over the patient’s

factors; therefore, a system to detect anastomotic leaks cannot cause an increase in surgery

time or any other factors that could contribute to an increased risk of leakage.

Detection of an anastomotic leak usually requires radiologic imaging; in fact, the definitive

investigation for a suspected anastomotic leak is a CT scan with contrast of the abdomen and

pelvis to determine the presence of any extraluminal contents [3]. Unfortunately, additional

investigations, such as blood tests and a clotting screen, may be necessary too. However, the

diagnosis may remain elusive or uncertain [76]. A large number of patients, of whom it was

ultimately found they had an anastomotic leak, develop a more insidious presentation, often

with low-grade fever, prolonged ileus, failure to recover [85], abdominal pain or delirium. In

these patients, making the diagnosis may be much more difficult, as the clinical course is often

similar to other postoperative infectious complications [76].

3.1.1.1 LumenEye

The LumenEye, figure 3.4, is an endoscope connected to a tablet that allows high-quality

imaging of the anorectum at the patient’s bedside, reducing the need for formal endoscopy and

therefore reducing the cost of diagnosis and removing the need for an operating room when

doing a check on a patient.

This is clearly ideal for the verification of anastomotic leaks and an integrated system for

such detection would bring immediate benefits to the patient’s health, by reducing the need

for surgery/radioimaging just to check for a leak, the doctor’s time, since the checks can be

performed immediately right at the patient’s bedside, and the hospital, by reducing the cost of

checking and reducing the load on operating rooms and radioimaging machines.

The tablet connected to the LumenEye, figure 3.5, can, although it does not currently, run a

machine learning system directly on it which lends itself to two advantages: as the tablet also
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Figure 3.4: LumenEye System [4]

has the ability for conference calls for consultations, the proposed detection system could be

shared with multiple experts allowing for remote diagnosis and therefore only a technician may

be physically required. Secondly, as the proposed system is constrained to be usable on an

edge device, when the technology advances, so it could be used with a smartphone or a robotic

system, a machine learning algorithm will be well suited to run on such a system.

The LumenEye was used by an expert to obtain the dataset containing 7 images (and videos)

containing an anastomotic leak and 121 images (and videos) without an anastomotic leak; a

subset of this dataset is also used containing 3 intraoperative images containing a leak and

54 intraoperative images without a leak. Figure 3.6 shows examples of each dataset category;

unfortunately, it seems likely that white light imaging alone is not enough to detect a leak

(especially intraoperatively). In fact many of the images were classified given results found later,

for example, the intraoperative leak images were only classified as such following check-ups on

the patients the images were taken from, well after the actual image was taken. Therefore,
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Figure 3.5: LumenEye Tablet:
https://surgease.com/our-products

alternative modalities, such as multi-spectral imaging may be required; however, this will need

further consideration given the LumenEye’s hardware capabilities and the results of further

experiments.

3.1.2 Contributions

The research in this chapter intends to allow the detection of an anastomotic leak, without

the use of contrast CT scans, by detecting existing or potential leaks viewed by the LumenEye

endoscope [4]. Ideally, anastomotic leaks can be detected intraoperatively; however, this is

especially difficult as often there are no visually identifiable marks [72] and even potential

indicators, such as bruising, may not appear until a few days later. As such a novel method of

“day zero” anastomotic leak detection would have a multitude of benefits to patient care and

significantly reduce the mortality rate. However, as the LumenEye can be used at a patient’s

bedside and is simpler and quicker than a contrast CT and/or formal endoscopy, it is still



3.1. Introduction 40

(a) Intraoperative image with a leak (b) Intraoperative image without a leak

(c) Day 5 image with a leak (d) Day 5 image without a leak

Figure 3.6: Example images from the used dataset which contains images taken intraoperatively
and up to 11 days after the anastomosis was performed.

beneficial even if leaks may only be detectable post-surgery, in fact, most leaks only become

apparent 5-7 days after surgery.

This research is based on the hypothesis that the solution to this problem requires a cross-

disciplinary approach over existing machine learning techniques; due to the design of the

LumenEye, edge computing will have a major influence over the outcomes.

Therefore, this chapter aims to combine state-of-the-art Machine Learning techniques in a novel

manner to aid in gastrointestinal surgery targeting anastomotic leak detection and model to

image generation. By targeting these two areas, the entire pipeline of gastrointestinal surgery

can be improved. Anastomotic leak detection will remove the ambiguity caused by the lack of

consensus concerning what defines, and how to diagnose, a leak. On the other hand, model

to image generation can be used for both alternative imaging and generating bespoke patient

data for training these detection networks or systems used later in the pipeline. Additionally,
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anastomotic leak detection is required for effective post surgical care to minimising the risk of

complications.

With a framework like this in place, one possible evolution of this research could be in au-

tonomous surgical robots where the surgery can then be performed by training an autonomous

system with imitation learning using the bespoke generated patient data and using augmented

reality (AR) to help guide the surgeon in tandem with said system.

This chapter discusses the current techniques that could be adapted for this task, the challenges

and what a successful outcome may look like.

From a technical standpoint, the main contributions of this research are:

• A segmentation system for anastomotic rings taken from arbitrary views.

• Evidence that anastomotic ring bruising is not an effective indicator of a leak.

• A system for mapping 3D models of a ”generic” colon to actual images.

3.2 Segmentation Network - Ring Segmentation

3.2.1 Problem Overview

The first step into anastomotic leak detection was to create an anastomosis ring detection

network using a U-Net architecture, as this has been used successfully in many medical imaging

tasks [11], with Residual Bottleneck Bridging layers [86]. Other methods, such as One-shot,

learning were considered but ultimately decided against since anastomoses are not necessarily

similar to one another and the variance in image angles was too wide. Self-supervised learning,

on the other hand, could be used in the future and has shown impressive results in order to pre-

train the encoder sub-model for a segmentation system [87]; however, the obtained results so

far are accurate enough that this is unnecessary at this time. Furthermore, the self-supervised

task used in [87] was bespoke to the task (kidney side prediction as the self-supervised task
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Figure 3.7: A subset of our Anastomosis Images dataset

for kidney segmentation) whereas, for the task of anastomosis segmentation, any auxiliary

task would be somewhat generic, for example, rotation amount detection, and as such self-

supervision is not the correct fit for this system. The data used for training this model is

discussed in the following subsection (section 3.2.1.1), including how it was generated and by

whom. Unfortunately, anastomotic leak detection is especially difficult as often there are no

visually identifiable marks; although there are some potential indicators, such as bruising, these

may not appear until a few days later. Furthermore, there are two major hurdles to building

an integrated system to detect leaks intraoperatively; the availability of “day zero” images

taken after stapling (section 3.2.1.2) and the fact that often there are no indicators visible

immediately following surgery (section 3.2.1.3), it can even be impossible to visually identify

a leak. It is these challenges that lead to a divergence from a standard classification task to

a series of systems; starting with this segmentation network in order to get a closer look at

potentially interesting sections of the image, primarily the anastomotic ring where the joint

occurs. This is then followed by image analysis techniques, such as K-Means, as a means of

semantically understanding the anastomosis and using this as a predictor of a leak.

3.2.1.1 The Data

Since the purpose of segmenting the ring is to aid in detecting a leak, the dataset comes from

the same set that will be used for leak detection; these images of anastomosis were taken with

the LumenEye by qualified practitioners, as would be the case in practice (fig 3.7).
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Figure 3.8: Corresponding masks for each Anastomosis image above

However, as this dataset did not include a masked segmentation for the ring, the corresponding

segmentation masks were manually created in Krita [88] by a non-medical practitioner (myself)

by painting over each dataset image (as shown in fig 3.8); whilst this isn’t exactly an expertly

segmented ground truth, it is accurate enough to train the system for the required purpose and

can also be tailored to the task if a part of the pipeline further downstream is discovered that

could be improved by changing said masks. The images in the dataset were taken at various

points falling into one of two categories, intraoperatively and 0-5 days after the anastomosis

was performed.

3.2.1.2 Lack of “day zero” images

Typically machine learning requires large amounts of training data to be useful compared to

more traditional methods. This requirement is increased for deep networks and it is widely

recognised that successful training requires annotated training samples in the thousands [11].

However, the available dataset contained a meagre 56 images of anastomosis, only 3 of which

resulted in a leak. This caused two problems, primarily the lack of images but also that a

standard classification network was never going to work; in general, most networks tried scored

over 94% accuracy by just always classifying the image as “no leak”.

Deep convolutional networks have outperformed the state of the art in many tasks [89, 90] and

are the most likely candidates to give good results. While convolutional networks aren’t exactly

new [91], as mentioned already they are highly dependant upon the size of the training data;
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for example, the work by Krizhevsky et al. [90] used the ImageNet dataset which contains

one million training images. As such, the small number of total images in the dataset used

in this chapter was a problem; although in general, deeper networks are superior to shallower

networks, increased depth means a larger number of network parameters which is more prone

to overfitting and is compounded by the limited number of training examples[92].

In order to combat this a U-net like architecture with residual bottleneck layers was imple-

mented as described in [11, 86, 24]. This allows the training of a deep network regardless of

the limited dataset, made even more limited by the fact that the dataset required splitting

into 36 images for training and 20 for testing. The U-net architecture includes an encoder and

decoder that allows the network to use both localisation and, due to the skip connections, use

the context of the overall input to generate a highly accurate segmentation.

3.2.1.3 No visible indicators

As ideal as it would be, artificial neural networks are not magic, they cannot tell us something if

it is not there and as such, a leak detection system has the same issue that a doctor, looking at

the same image has, if there are no visual indicators then nothing can be predicted. However,

neural networks can do something humans cannot, they can look at all the data at once whereas

humans often focus on a subset; furthermore, neural networks can view the full image at the

pixel level which is infeasible for a person. Therefore, the data was reduced to include only the

areas of immediate interest, in this case the anastomotic ring (where the joint is), and from

there look for any indicators; for example, bruising is a potential indicator of a leak occurring

and so, by reducing an image to contain only the relevant areas, the network can then limit

its search to look for indicators of a leak. However, as mentioned in subsection 3.2.1.2 only

a small number of images (less than 6%) actually resulted in a leak. Therefore, one avenue

could be to apply clustering techniques such as k-nearest neighbours (kNN) to analyse the data

and look for patterns that may not be apparent to the human eye enabling classification. This

lends itself nicely to an online learning structure which also helps combat the lack of training

examples. This challenge is, however, at the moment essentially unbeatable; if the data is not
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Figure 3.9: The Segmentation Network Architecture

there then it is not there but attempts can be made to mitigate its impact.

3.2.2 Ring Segmentation Methods

For the objective of designing a system that can detect an anastomotic leak or ideally predict

that one will occur after an anastomosis is performed, a segmentation network was built first to

be able to extract the region of interest (roi) that a doctor would typically look at to determine

if there was the potential for a leak. As the model was built with a U-net like architecture

there are three main parts of the network. The encoder was formed from pre-trained layers

from the MobileNetv2 model; while this model was trained for classification on the ImageNet

dataset, containing 10,000,000 labelled images belonging to over 10,000 categories, only the

first few layers were used as these usually learn far more general features and was therefore

appropriate to use in this segmentation network. These layers are shown by the orange blocks
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in figure 3.9 and are described in subsection 3.2.2.1. This is followed by the residual bottleneck

layer that uses identity mappings as the skip connections and after-addition activation, based

on the work described in [86] and used in [24], explained in subsection 3.2.2.2. Finally, the

decoder resizes the image back to its original size and is followed by a final convolution, which

whilst not technically part of the decoder is included in the decoder’s explanation in subsection

3.2.2.3.

3.2.2.1 Encoder Block

Each layer in the encoder downsamples the image to half of the previous layer and adds an

increasing number of filters; the segmentation model takes, as its input, colour images containing

three channels (red, green and blue) of 128×128 pixels with the encoder block transforming the

input image as follows:

input size
︷ ︸︸ ︷

128×128×3→
layer 1 output size
︷ ︸︸ ︷

64×64×96 →
layer 2 output size
︷ ︸︸ ︷

32×32×144 →
layer 3 output size
︷ ︸︸ ︷

16×16×192 →
layer 4 output size
︷ ︸︸ ︷

8×8×576 →
layer 5 output size
︷ ︸︸ ︷

4×4×1280

Using pre-trained layers has two primary benefits in this case, most obviously it is no longer

necessary to retrain the layers but also that they are more generalised as they have been trained

on a more varied input; whilst the destination dataset is homogeneous and very different from

anything in the pre-train dataset, overfitting is a serious concern due to the small size of the

dataset and the depth of the network. However, as a consequence of using an off-the-shelf

pre-trained network the architecture is not customisable and therefore the encoder must also

have 5 layers as these layers are taken directly from the pre-trained network.

3.2.2.2 Residual Block

Three residual blocks are sandwiched between the encoder and decoder layers and are designed

as described in [86] where, instead of applying normalisation and activation after multiplying

the input by the weights, they are pre-applied, albeit in the same order so as not to mutate the
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identity when it is added back into the output. These blocks improve the non-linear capability

of the network by adding the identity function back into the network. The residual layers are

actually a combination of three: A feature-down convolution, which downsamples the input’s

filters (in this network to 1
4
the number of filters) using a kernel of size 1. This is followed by

a standard convolutional layer, which is now operating on a smaller input and as such keeps

performance up. Finally, a feature up convolution is used which is the exact opposite of the

first layer (the feature-down convolution) and returns the number of filters back to the original

input. After all residual layers are used a rectified linear unit (ReLU) activation layer is used.

3.2.2.3 Decoder Block

The decoder block is symmetric to the encoder block and is built with pairs of layers, the first

layer in the pair is a transposed convolution that doubles the size of the input with the same

number of filters as the encoder layer at the same depth. The second layer in the pair is a

standard convolution with the same number of filters as the first; both layers are followed by

instance normalisation [93] and ReLU activation [94].

Included in the decoder block, although not actually a part of the decoder, is a final convolu-

tional layer that uses tanh activation to normalise the output [24] which is an image the same

size as the original input (128× 128) but with only two channels representing the probabilities

of each pixel belonging to the background or the roi.

Similar to U-Net [11], long-range shortcuts connecting the encoder and decoder layers at the

same depth are used which smooths the results and gains an increase in convergence speed

[24].

3.2.3 Results

Multiple variations based on the final network were tested, with all networks using the Mean

Squared Error (MSE) loss function: The first network was a simplified version using the same

layers but connected differently such that the last encoder fed straight into the residual blocks
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(a) Input Image (b) Ground Truth

Figure 3.10: Input and Ground Truth segmented ring. In the ground truth image and sub-
sequent output images the purple pixels are used for class 0 (the background) and the yellow
pixels belong to class 1 (the foreground). However, there are also green pixels caused by in-
terpolation when upscaling the outputs for display; these pixels have been left in as they are a
good qualitative show of uncertainty and borders. Note that all the network segmentations in
the following figures are predicting this ground truth image.

without a skip connection, while the previous skips remained. This resulted in asymmetry

in the encoder and decoders using five encoders and four decoders with the final layer as a

transposed convolution with stride 2. This model trained faster but needed more iterations

with an accuracy between 94 and 95%. The results after 70, 100 and 150 epochs are shown in

figure 3.11 with the losses shown in figure 3.13a.

Following this, the network was finalised as described in section 3.2.2 and the weighting for

each class was tweaked. Ordinarily, this is used to include a weighting to the loss function

since this image segmentation, like most others, is treated as a per-pixel classification task

and consequentially there is an imbalance between the number of background and foreground

pixels; however, in this case, misclassification of the background was penalised as it resulted

in a more accurate and conservative segmentation of the anastomotic ring. A weight of 3.075

(penalising the misclassification of the background by just over three times the misclassification

of the anastomotic ring) provided the best balance of accuracy and precision.
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(a) 70 Epochs, Dice Score:
87.54%

(b) 100 Epochs, Dice Score:
83.87%

(c) 150 Epochs, Dice Score:
81.94%

Figure 3.11: Example outputs from the simplified network after the corresponding number of
epochs

The epochs for the unweighted network are shown in figure 3.12 with the corresponding losses

shown in figure 3.13b. This demonstrates that the final network has significantly improved

upon the simplified version and requires significantly fewer epochs, however, it overestimates

the number of pixels in the ring. On the other hand, the weighted network uses a ratio of 3.075

to 1 for classifying the background to the ring; this requires more iterations as the network is

more conservative but results in a higher accuracy. These results are shown in figure 3.12 with

the losses shown in 3.13c.

3.2.4 Bruising Percentage

One noticeable feature common to the images in the dataset was bruising; therefore, by detect-

ing the amount of bruising present on the anastomosis, it was hypothesised that this could be

an indicator of whether or not a leak had occurred. Starting with the same network used to

segment the anastomosis (as described in section 3.2) and applying some small modifications

such as removing the loss weighting as the bruising area was significantly smaller than the

anastomosis alongside re-training using a different subset of anastomosis images that contained

visible bruising, this modified network was used to obtain the anastomotic ring. The ring’s

bruising was then extracted using the hue saturation and value (HSV) as a guide, this was

chosen heuristically and optimised using a subset of the input dataset to contain all the pixels
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Unweighted network: 40 epochs,
Dice Score: 83.66%

Unweighted network: 50 epochs,
Dice Score: 83.18%

Unweighted network: 60 epochs,
Dice Score: 83.63%

Weighted network: 80 epochs,
Dice Score: 86.96%

Weighted network: 90 epochs,
Dice Score: 85.71%

Weighted network: 100 epochs,
Dice Score: 84.04%

Figure 3.12: Example outputs from the final network after the corresponding number of epochs,
the top row contains the results from the unweighted network and the bottom row displays the
results from the weighted network penalising misclassification of the background. Note that
the unweighted network required less epochs for similar results to the weighted network.

with a HSV between (110, 12, 0) and (161, 40, 255). Finally, the percentage of the anastomosis

that contained bruising was calculated on a pixel-wise basis. Figures 3.14 and 3.15 show some

of the results using one of two models, one trained solely on intraoperative images (figure 3.14)

and one trained on images taken 0 to 5 days after the surgery (figure 3.15).

Table 3.1 shows the mean, median and range of bruising percentages for each of the models

and whether or not a leak occurred in the set of images provided. Despite the large disparity

in the number of leak images vs non-leak images, there was still too little variance to allow

a conclusive result on whether or not bruising can be used as an accurate indicator for an

anastomotic leak.
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(a) Simplified network loss (b) Unweighted network loss (c) Weighted network loss

Figure 3.13: Loss graphs for the simplified network and both the unweighted and weighted
versions of the final network. The red line is the training loss with the validation loss shown
in blue. The loss used is the Mean Squared Error (MSE) and the weighted network loss uses a
weight of 3.075 for background classification penalising misclassification.

Model
Leak No Leak

Mean Median Statistical Range Mean Median Statistical Range
Intraoperative 9.87 12.07 11.55 8.65 7.20 32.35

Day 0-5 7.46 9.55 9.53 7.22 5.49 28.13
Day 0-5 Improved 8.02 7.06 10.51 7.15 6.20 27.38

Table 3.1: Bruising Percentage. The statistical range is defined as the maximum value observed
- the minimum value observed

3.2.5 Conclusion

A fully connected, convolution-only U-Net-inspired architecture with residual layers enables

highly accurate segmentation, even with a limited number of training examples despite no

particular techniques being employed to specifically target limited datasets. However, bruising

on the anastomotic joint has been shown to be an unreliable indicator of leaks. Combined

with the restricted viewing angles of the anastomosis, this limitation imposes a significant

challenge on the current system’s diagnostic capabilities. Whilst there is a lot of research on

anastomotic leak diagnosis, as far as it is possible to tell, there is no research into machine

learning solutions. As such, there is no state-of-the-art to compare to; however, comparing the

segmentation system with polyps state-of-the-art segmentation techniques, which obtains a top

dice score of 85.9% for SD images and 92.9% for HD images [95], shows that the anastomotic

leak segmentation system in this chapter is sufficiently accurate.

However, if instead of images the dataset contained a series of slices of images, this would allow
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Figure 3.14: Bruising percentage calculated using the intraoperative network (trained solely on
intraoperative images) on an intraoperative anastomosis which resulted in no leak

for a three-dimensional view of the anastomosis aiding in the segmentation and identification

of leaks. Additionally, incorporating an audio recording of the water pump test, commonly

used to detect potential leaks, could further enhance the network by providing an additional

physical data source. This supplementary input may capture subtle acoustic patterns that are

imperceptible to the human ear, potentially offering valuable insights to augment the network’s

decision-making capabilities.

This is only the first step in detecting or predicting anastomotic leaks and much more research

is needed to build a fully functional system. Potential avenues lie in using generative adver-
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(a) Intraoperative No Leak. Bruising 12.23% (b) Intraoperative No Leak. Bruising 1.72%

(c) Day 5 No Leak. Bruising 3.37% (d) Day 5 Leak. Bruising 7.96%

Figure 3.15: Bruising percentage calculated using the day 0 to 5 network (trained on images
taken 0 to 5 days after the surgery)
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sarial networks to generate more training images or reinforcement learning for learning what

additional features are indicative of a leak that may not be known or visible to doctors.

3.3 Model To Image Translation

Given the conclusion of the research into anastomotic leak detection discussed in the previous

section (3.2.5), taking the route of generating additional training images is a logical next step

as it connects perfectly with two previously mentioned concepts. Firstly, additional views

of the data would help with both the scarcity of data and the lack of multiple angles of each

anastomosis; this can be used for both alternative imaging and generating bespoke patient data

for training the new generation of intelligent imaging systems. Secondly, generating images is

the realm of GANs and, as previously mentioned, GANs lend themselves intrinsically to edge

computing which further incentivises the use of IoT devices in a hospital setting.

There is currently insufficient data to train generic (and practical) models for analysing endo-

scopic images; however, by artificially generating this data instead from a generic 3D model,

required data could be obtained on which AI models could be trained. These systems could

then be trained as an alternative to traditional imaging modalities such as MRI, CT, and ul-

trasound where they may not be applicable or feasible. Furthermore, the generated data could

be patient-specific allowing for the training of a bespoke system to then aid in surgery which

is invaluable as data collection can be difficult, time-consuming and may not even be specific

enough. Using a system such as this, artificial issues such as polyps and other tumours can be

generated which enables the training of better models as the exact data necessary to train the

optimal model can be obtained, removing the dependency on dataset collection. Furthermore,

by using endoscopic images from an actual patient, one could then generate patient-specific

data which can be used to train a bespoke model to be more specific for the patient and to

generate possible progressions of symptoms (such as mapping cancer growth and spread) in

order to plan alternatives and decide on the best course of intervention.

This research could then be taken further by continuing to train the system as an imaging
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modality alternative; starting with the base system that will have learnt to map a 3D model to

an endoscopic image, the system could then learn to map to alternative modalities such as CTs

and MRIs (as opposed to CT to MRI directly [24]). By building this translation from a 3D

model to an image of variable modality the 3D model could then be manipulated and therefore,

generate images from any required angle as opposed to the traditional axial, coronal and sagittal

planes. Additionally, this system could be used as an alternative to CT and ultrasounds for

areas such as the lung where they may not work, for example, to estimate lung usage.

As mentioned in Chapter 2, Generative Adversarial Networks (GANs) [15] have been successful

in generating near realistic data, which then may be used to supplement model training [16].

In particular, Zhu et al. [19] proposed CycleGan, an unsupervised method to generate image-

to-image translation requiring only unpaired images to generate realistic “looking” mappings

between domains; photo to painting (e.g. Monet) translation is one such successful application

of CycleGan that is analogous to this research. In this case, the endoscopic images form the

photo domain and the rendered model the painting domain; the 3D model was manually created

in Blender [96] where a virtual camera was used to set up the viewport before each rendering

was taken. These rendered “slices” were taken at various locations within the colon model and

although the rendered images appear to be realistic, they are still an “artistic representation”

and is not the same as per those actual scans. However, the generated endoscopic images must

be structurally accurate too, which plain CycleGan cannot achieve as there are multiple poten-

tial mappings that reduce the loss, this leads to ambiguity in the true, structurally congruent,

translation and is therefore unusable in practical applications, such as in the case of CT to MRI

translation. However, Chen et al. [24] combined CycleGan with One-shot learning, thereby

(only) requiring a single pair, tackling the issue of ambiguity in image synthesis; unfortunately,

this work cannot utilise One-shot learning due to the infeasibility of obtaining a pair without

using a scanner, thereby making the system redundant. Despite these issues, the results from

such systems evince promise for domain translation based on CycleGAN. Finally, reinforcement

learning has been used to condition the input to a GAN for point cloud completion [22], an

analogous task to our work in the form of semi-real to realistic translation, showing promise in

both speed and accuracy.
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Therefore, CycleGAN was chosen as the base architecture for this system; CycleGAN requires

only images that belong to each domain and does not require paired images or even data

from the same patient; this allows for far easier dataset collection. The CycleGAN system

consists of a pair of GANs trained to map their input domain to the input domain of the other.

These GANs are further regulated by additional loss functions on their ability to be used by

one another, this coincidentally is the goal of the overall system. In this system, domain A

comprises 224 real endoscopic colon images from a subset of the “CVC-ClinicDB” dataset [97],

split 7:3 (train:test) with domain B consisting of 64 renders, from different angles, of the model,

split 3:1.

Note that for the rest of this section “domain A” will refer to the real images of the colon and

“domain B” refers to the renders of the model.

3.3.1 Model To Image Generation Methods

Since CycleGAN consists of two GANs with additional loss functions, it was natural to use the

same U-Net architecture used in the segmentation network (section 3.2.2), for the generators.

However, for the discriminators, the same encoder architecture was utilised, although the layers

were trained from scratch as opposed to using the pre-trained MobileNetV2 layers used for the

generators 2, followed by a final convolutional layer, with a leakyReLU activation layer, and

ended by a single neuron to decide whether the output was real or generated (fig 3.16).

Additionally, in order to aid with training a robust model, random jitter was applied to the im-

ages in both domains by resizing the images to a slightly larger size and then randomly cropping

the image back to the correct size and finally, with random chance, mirroring horizontally.

3.3.2 Results

Figure 3.17 shows the initial results using the methods described above (section 3.3.1); there

is a lot of black in the images caused by the black padding from Domain A images (the real

2This may well change in future refinement of the model
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Figure 3.16: The Discriminator Network Architecture

images of the colon) formed in the resizing process as the original images had black corners

from the endoscope’s lens. Each result image is composed of four images, on the left is Domain

A (top) and Domain B (bottom) and on the right is the output of CycleGAN (i.e. image as

model (top) and model as image (bottom)). Whilst the top right image is unused as an output,

it is essential in training and as such, is shown for comparison and is somewhat interesting to

see how the network works; it appears to be attempting to recolour Domain A as opposed to

shifting any geometry or relighting.

It is clear from these results that transfer learning results in a better network (fig 3.17c) as

there are some specular highlights beginning to show through on the artificial Domain A image

(the output obtained from a Domain B input). The next step was to replace the black padding,
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(a) Network 1 (b) Network 2 (c) Network 3 Transfer Learning

Figure 3.17: Results of CycleGAN for the first three networks. Networks 1 and 2 were trained
from scratch, with the difference between the two being the final encoder layer, with Network
1 using 4 * 4 * 1280 (as with the segmentation layer) whereas Network 2 used 4 * 4 * 320
instead. On the other hand Network 3 used transfer learning from the same network used in
the segmentation network with the same final encoding layer size as Network 2 (i.e. 4 * 4 * 320)
to improve the output. None of the Networks had a bias term in the encoder and all networks
were trained for 100 epochs each.

used in the Domain A images, with the mean colour in the image. This may well be refined

in later versions, even potentially requiring an additional network; however, as it stands, the

results were far better by using this colour change. The final network (fig 3.18b and 3.18c)

generated far more realistic specular highlights, fig 3.18c shows the results from more training

iterations on the final model and has the best results.

3.3.3 Conclusion

While this research demonstrates significant promise, several challenges must be addressed

before the complete system can be fully realized. One such challenge lies in the simplicity of

the current model, which utilizes a basic CycleGAN architecture. Although the initial results

are encouraging, further augmentation is necessary to produce more realistic and clinically

relevant images. For instance, integrating autoencoders into the system could accelerate the

generator’s performance [22] and allow for more precise tuning of the input-output processes.

Additionally, as previously noted, applying transfer learning to the discriminators, similar to
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(a) Network 4 after 100 Epochs (b) Network 5 after 40 epochs (c) Network 5 after 150 epochs

Figure 3.18: Results of the final two CycleGAN networks on images with non-black back-
grounds. Note that both models used transfer learning in the same way network 3 did in the
previous figure (3.17). Network 4 was identical to Network 3 except it was trained with the
non-black background images. Network 5 on the other hand did use the bias term in its encoder
which resulted in accurate specular highlights.

the approach that yielded substantial improvements in the generators, could further enhance

the system’s performance. Furthermore, incorporating another network to refine features such

as the border colour of endoscopic images may also improve image realism and utility.

A more fundamental challenge, however, lies in the scarcity of raw data. The generation of

artificial training data is inherently constrained by the availability of original training samples.

In the medical domain, this limitation is exacerbated by stringent privacy protections and the

disproportionate representation of positive versus negative cases in datasets. Therefore, any

successful solution must effectively address these issues, ensuring data accessibility and diversity

without compromising privacy or ethical standards.

3.4 Discussion

Considering the challenges uncovered by the research in this chapter, it is evident that a suc-

cessful solution necessitates collaboration among multiple hospitals. Individual hospitals often

have access to limited and imbalanced datasets, as anastomotic leaks are rare events that ideally

should not occur, and when they do, their diagnosis is challenging, making labelled datasets
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difficult to obtain. The key, therefore, lies in securely combining the data resources of multiple

institutions. This requires a system that ensures privacy while enabling participants to pool

their collective knowledge securely.

The logical approach is for each hospital to independently train its own network, thereby avoid-

ing direct data sharing while leveraging the increased computational resources contributed by

all participants. These locally trained networks can then be aggregated to form a global con-

sensus model, benefiting from diverse and distributed data. This aligns precisely with the

principles of federated learning, and this chapter has demonstrated that the natural progres-

sion of this research must be toward federated learning as a solution. Additionally, considering

the ubiquity and utility of IoT devices, coupled with the advantages of edge computing, this

approach enables real-time intraoperative training and classification directly at the edge. Feder-

ated learning emerges as the foundational paradigm required to make such a system both viable

and effective and while federated learning does not inherently utilise distributed computing,

this can be integrated seamlessly and is discussed in the following chapters.

In the following chapter, the integration of federated learning within hospital environments is

discussed in detail, with an emphasis on a novel decentralised paradigm designed to address

these challenges comprehensively.



Chapter 4

IoT Federated Blockchain Learning at

the Edge

The technical contributions of this chapter are:

• A decentralised federated learning framework, for learning on the edge ensuring data

privacy.

• A novel IoT federated learning system tested on the CIFAR-10 dataset using a physical

device to obtain practical, and not simulated, results.

Please refer to section 4.1.1 for a full description of the contributions this chapter has made to

the field. The following papers were published based on the research in this chapter:

1. Calo James, and Lo Benny. “Federated Blockchain Learning at the Edge” [J] In Infor-

mation 14, no. 6: 318. 2023. doi: 10.3390/info14060318

2. Calo James, and Lo Benny. “IoT Federated Blockchain Learning at the Edge” [C] In

Proceedings of IEEE EMBC 2023, 24-28 July 2023, Sydney Australia.

doi: 10.1109/embc40787.2023.10339946
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4.1 Introduction

As discussed in the previous chapter, the ability to effectively diagnose an anastomotic leak,

a challenging task even for trained medical professionals, relies on fostering multi-institutional

collaboration and leveraging the untapped potential of underutilised IoT devices in healthcare

environments.

IoT devices are increasingly prevalent [98] and hold significant potential in the medical field, par-

ticularly within machine learning applications, yet they remain underutilised. These low-cost,

energy-efficient, small, and intelligent devices [99] offer unrivalled benefits, with the healthcare

industry projected to save up to $300 billion by leveraging IoMT (Internet of Medical Things)

devices, particularly in managing chronic illnesses [100]. The market for IoMT is growing

rapidly, from $28 billion in 2017 to an anticipated $135 billion by 2025 [100], driven by the

increasing capacity of IoT devices to handle complex tasks once limited to full-sized computers.

This rapid expansion underscores the importance of a solution that effectively harnesses this

infrastructure in a secure, distributed, and intelligent manner to maximise the impact of IoMT

in healthcare.

Machine learning techniques, particularly artificial neural networks (NNs), require large volumes

of training data to achieve optimal performance; however, privacy concerns often limit the

availability of such data, leading to suboptimal models or even insufficient data for training

viable systems. This challenge is especially pronounced in healthcare, where patient data is

heavily restricted and requires an ethics comity to determine what is appropriate to share.

As a result, datasets are often homogeneous, drawn from small patient groups or localised to

single hospitals. While neural networks are increasingly adopted in practice, including within

the IoT paradigm, training these models at the edge on IoT devices remains challenging due

to computational constraints and the need for substantial data. Distributed machine learning

at the edge presents a compelling solution, particularly in healthcare, where the industry trend

aligns with leveraging edge computing. However, existing systems often fail to integrate these

capabilities effectively, instead addressing distinct aspects in isolation.
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Therefore, a privacy-ensuring, low-powered and generalisable method to train neural networks

whilst in use is required: federated learning. Federated learning is an effective method for

training networks, without the training data ever being stored, which allows multiple networks

to train on unique data and aggregate their weights to obtain a global network with similar

accuracy as a network trained the traditional way. The downside of vanilla federated learning is

the requirement on a centralised server for the aggregation; when privacy is involved, trust can

cause complications. Therefore, a decentralised federated learning framework is realisable by

combining federated learning with the decentralised nature of blockchain. This framework can

run efficiently on multiple IoT devices across a P2P network removing the need for a trusted

centralised server and enabling the learning process to be distributed across participating de-

vices.

This approach has the potential to revolutionise paradigms within surgical practices by enabling

individual neural networks to be trained securely, as data remains localised and is never stored

or transmitted externally. By aggregating these locally trained models into a global network,

the resulting model performs as if it has been trained on the complete dataset, an otherwise

impractical scenario, while benefiting from increased diversity in the training data exposed to

the global network. Additionally, distributing the training process, a capability that federated

learning does not inherently provide, mitigates the computational limitations of IoT devices by

leveraging their parallel operation. This strategy allows for the utilisation of underused idle

devices, such as administrative desktops commonly found in hospital environments, thereby

enhancing efficiency and resource usage.

This chapter focuses on a novel distributed federated learning framework for IoT devices,

specifically within the Internet of Medical Things (IoMT), that combines federated learning

and blockchain to enable decentralised, privacy-preserving, and efficient edge learning. This

method, termed Learning on the Edge (LotE), addresses the challenge of training machine learn-

ing systems, particularly neural networks, directly on IoT devices by leveraging their ubiquity

and parallel capabilities. Federated learning allows multiple networks with the same archi-

tecture to train simultaneously on non-iid (non-independent and identically distributed) data

while aggregating their knowledge to produce a global model, effectively learning at the edge.
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By integrating blockchain, this framework moves away from traditional centralised federated

learning, replacing the centralised server with a decentralised scheme that enhances privacy,

improves data integrity, and provides robustness. Furthermore, by transitioning from cloud-

based architectures to edge computing, this framework supports secure and efficient training on

sensitive patient data while utilising idle devices in a hospital environment, thereby addressing

computational limitations and ensuring scalable, secure, and privacy-focused machine learning

in healthcare.

The framework is designed for three paradigms:

1. Training neural networks on IoT devices to allow for collaborative training of a shared

model whilst decoupling the learning from the dataset [101] to ensure privacy [102]. Train-

ing is performed in an online manner simultaneously amongst all participants, allowing

for training of actual data that may not have been present in a dataset collected in the

traditional way and dynamically adapt the system whilst it is being trained.

2. Training of an IoMT system in a fully private manner, such as to mitigate the issue with

confidentiality of medical data and to build robust, and potentially bespoke [61], networks

where not much, if any, data exists.

3. Distribution of the actual network’s training, something federated learning itself does not

do, to allow hospitals, for example, to utilise their spare computing resources for training.

4.1.1 Contributions

In response to the issues previously discussed in Chapter 3 this framework requires three archi-

tectural layers to achieve effective federated machine learning at the edge. The first layer, the

federated layer, enables edge devices to communicate and train collaboratively. While federated

learning is not inherently distributed, it is well-suited to distributed processing. In single-unit

nodes, such as individual hospitals where data is collectively owned by the institution and

privacy concerns are minimised, a centralised server can effectively support federated learning.
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However, when multiple nodes, such as several hospitals participating in a study, are involved,

privacy becomes critical, and establishing trust among participants is challenging. Federated

learning mitigates the need for direct data sharing but still requires a trust-free system for

model aggregation. This is addressed by the blockchain layer, which introduces a decentralised

paradigm for federated aggregation, eliminating the need for trust among participants. By com-

bining the federated and blockchain layers, this approach enables a robust and decentralised

system that is less prone to overfitting and outperforms traditional centralised (non-federated)

training methods on more computationally capable edge devices, such as laptops and desktops.

While this is a significant advancement in addressing key challenges in medical machine learning,

such as data scarcity and privacy concerns, the third layer, the IoT mist layer, is critical for

extending these capabilities. The IoT mist layer facilitates training directly on the IoT devices

that capture the data, eliminating the need for persistent data storage. It enables a consortium

of IoT devices to collaboratively train neural networks and allows individual devices to train

multiple networks, ensuring scalability and security. Together, these three layers form an

integrated system optimised for federated learning at the edge in healthcare.

Therefore, the main contributions of this chapter are:

1. A federated learning framework, for learning on the edge (LotE), that is fully decen-

tralised, leveraging the blockchain layer, ensuring that the data is private, secured against

malicious attacks, needs no trust between participants and requires only a small percent-

age of edge devices to be active at any one time; this enables devices that run infrequently

or on a schedule to still participate without hindering the training process. This frame-

work can be used with machine learning models, either directly via the framework or

through the C API, developed simultaneously, allowing users to use other popular ma-

chine learning frameworks, such as TensorFlow.

2. A novel IoT federated learning system, using Tensorflow Lite on top of the aforementioned

framework, to develop a configurable application for the training of neural networks on

IoT devices and tested on the CIFAR-10 dataset [103] using a physical Pixel 4 Android

smartphone running Android 13 with a Qualcomm Snapdragon 855 Octa-core CPU (1
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x 2.84 GHz Kryo 485 Gold Prime & 3 x 2.42 GHz Kryo 485 Gold & 4 x 1.78 GHz

Kryo 485 Silver) to obtain practical, and not simulated, results. As this application

uses Tensorflow Lite any existing models built with Tensorflow can be converted to a

Tensorflow Lite model and will therefore be fully compatible with the application with

next to no overhead allowing for further research.

4.2 Methods

4.2.1 Federated learning

In the conventional setting, the objective of a neural network is to approximate a target function

by minimising the prediction loss with respect to the network’s parameters.

min
ω∈Rd
F(ω) = ℓ(x ,y , ω) (4.1)

Where ℓ is a chosen loss function, consistent across all participating networks, x ,y are the

training (input and desired output) vectors and ω is a list of the network’s weights; as all

participants have the same network architecture ω has a fixed length.

However, with federated learning, there are many participating networks training (potentially

simultaneously) to form a global network; this global network has not seen any training data,

ensuring data privacy, and is the result of aggregating the participating local networks. This

aggregation requires all participants to upload their network’s weights alongside the number of

training examples they have been trained on. This may be collated on a centralised server or,

as is the case in this research, added to a block to be mined on the blockchain (as described in

section 4.2.2). These participating networks are then aggregated using the FedAvg algorithm

[14] (equation 4.2) to obtain the weights for the global network; this new network may then

be disseminated to each participant and used for the next round of federated learning.
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ωglobal ≜
1

∑N
i=1 |χi|

·
(

N∑

i=1

|χi| · ωi

)

(4.2)

Where for N participating networks, |χi| is the cardinality of the set of training examples (i.e.

the number of examples seen) by network i (for i ∈ {1..N}) and ωi is the list of weights of

network i, trained as defined in equation 4.1. Since only the number of examples seen by any

participant (|χi|) is added to a block and not the dataset itself (χi), no data is ever shared.

Note that
∑N

i=1 |χi| ≡ |
⋃N

i=1 χi|.

4.2.2 Decentralisation with blockchain

One of the greatest weaknesses of vanilla federated learning is the requirement on a centralised

server; to address this the blockchain layer tweaks the federated paradigm to a decentralised

distributed server architecture. Blockchain is a decentralized, distributed ledger technology

that serves as the foundation for many cryptocurrencies, including Bitcoin. While the terms

blockchain and Bitcoin are often used interchangeably, they refer to different concepts. Bitcoin

is a cryptocurrency, an application that operates on a blockchain to facilitate secure, decen-

tralized transactions. In contrast, blockchain is the underlying technology that enables Bitcoin

and other applications by providing a tamper-resistant, transparent method of recording and

verifying data. A useful (though simplified) analogy is to consider blockchain as the trans-

port layer and Bitcoin as an application running on top of it, similar to how the OSI model

separates network communication layers. Bitcoin itself is highlighted as it was the first and

most well-known implementation of blockchain technology, demonstrating its viability for se-

cure, decentralized systems. Additionally, its blockchain protocol settings were adapted for the

framework developed in this chapter as discussed in the following subsections. Consequentially,

this enables shifting the logical architecture from the cloud/fog, which essentially comprises of

devices connected to a server, to the edge, where every device is independent and autonomous;

the system will continue to work with only one node and even if all nodes go down, the system

can recover fully, since each node contains a copy of the accepted blockchain, this may not
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be possible if the central server lost its data. The following details this layer’s architecture

regarding the fundamental components of the blockchain.

4.2.2.1 Block

The block’s format closely mirrors Bitcoin’s blockchain protocol, which is robust and concise,

with two major changes: The target formula and the federated components. The target is used

to decide when the block has been mined via proof of work (PoW), which was chosen over

an alternative, more green (both environmentally and chronologically) consensus mechanisms,

such as proof of stake (PoS) [104, 105, 106]. Unfortunately, the downside of PoW is the energy

cost, a miner who performs PoW must continually guess, in a deterministic manner, a hash

that is less than the target, since the target is in big endian hexadecimal format we refer to it

as a hash with more leading zeros than the target.

The criticism stems from the high computational cost that provides no actual benefit, other

than to make it infeasible for a malicious node to pervert the system. However, in an IoT

system, this is not as problematic; with hundreds of mining (IoT) devices, the problem can be

split across them, much like mining pools. Additionally, PoW provides a high level of security

and, unlike PoS, cannot be easily manipulated by individuals, the computational cost of PoW

provides an additional deterrent when combined with the federated layer: the more resources

put towards mining the less there are for the local training rounds encouraging sharing of the

mining responsibilities.

Moreover, since the blockchain is being utilised as a trust mechanism for federated learning, the

mining target difficulty can remain lower, reducing the computational cost; this additionally

increases the rate at which blocks are added to the chain which in turn reduces the time between

each aggregation step. Therefore, lower-powered devices will have enough computing resources

to generate hashes, while still providing the same level of protection. As a result, the application

uses a block rate of approximately one every 1.5 minutes. This rate is long enough for multiple

local updates, from different sources, to be included in a block, prior to the block being added

to the chain, without being so long that either the global network becomes outdated or a local
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device, that misses the aggregation round, grows stale.

PoS, on the other hand, would not be as suitable since it relies too heavily on transactions,

doesn’t include a mining step, would give too much power to larger institutions, whose networks

are likely to be less diverse, and promotes coin hoarding which negates the bonus benefit of

blockchain, rewards: This is what incentivizes hospitals to utilise their spare computing power.

4.2.2.2 Mining

Mining the local updates via PoW requires storing the target in the block; however, the true

target size has the same number of bits as the hash. Therefore, much like Bitcoin, the target

is encoded in 4 bytes:

Target
hex
= 0x

Φ
︷︸︸︷

ϕ1ϕ2

Θ
︷ ︸︸ ︷

θ1θ2θ3θ4θ5θ6 ≜ Θ ∗ 28∗(Φ−4) (4.3)

Where the first byte (ϕ1ϕ2) is an exponential scale and the lower three bytes contain the

linear scale. As with Bitcoin, we scale the exponential by 8, since there are 8 bits in a byte,

which simplifies the bit manipulation calculations. However, unlike Bitcoin which scales the

exponential by 3, the application scales the exponent instead by 4 to generate target values at

the lower end of the spectrum due to using a lower block mining rate than Bitcoin.

4.2.2.3 Cryptography

Blockchain is built upon the fundamental concept of cryptographic hashes, a mathematical

function that maps an input of arbitrary size to a fixed-size output, called the hash value, in a

deterministic manner that is collision-resistant and irreversible (one-way) h : {0, 1}∗ → {0, 1}n

(where {0, 1}∗ is the set of all possible binary strings of arbitrary length and {0, 1}n is the fixed

size output binary string of length n). For example, SHA-256 produces a 256-bit (32-byte)

hash, taking in any arbitrary length binary string and outputs exactly 256 bits. The output of



4.2. Methods 70

the hash function should not be similar in any way to any other output formed from a similar

input.

This framework uses the Keccak-256 cryptographic hash instead of SHA256 and RIPEMD160,

which Bitcoin uses. Keccak-256 is stronger compared to both and is used by Ethereum, which

is a distributed state machine as opposed to a distributed ledger. Since further research into

adopting some of Ethereum’s changes to the plain distributed ledger, such as smart contracts,

would be highly beneficial for this field of study, keccak-256 is a more natural fit. However,

double hashing is still used. Hashing (applying a hash function in order to generate an output

hash) is required in order to secure the chain by making it easy to verify that the block hashes

to the specified value but being complex enough that a malicious entity cannot produce the

correct hash if they modified the block.

4.2.2.4 Networking

The peer-to-peer (P2P) network used for communication provides an essential benefit; whilst a

single node will still be functional, the benefits of federated learning would be severely reduced.

P2P networks are ideally suited to handle two vital situations: First, each node must be able to

request a copy of the blockchain, including a list of addresses of other nodes, which will receive

the address of the connecting node and, secondly, the ability to broadcast information to all

nodes accessing the chain, even those that may not be directly connected to this node.

By using a pair of UDP sockets (algorithm 1), the communication can be parallelised and

enables communication to be distributed amongst different (local) devices. A hospital, for

example, may have many IoMT devices but none with networking capabilities, just Bluetooth;

they could therefore connect all IoMT devices to a single, network capable, IoT device which

would handle the networking and packet forwarding, much like Network Address Translation

(NAT) with regards to WiFi routers. Consequently, any IoT device may participate, with the

only requirement being a connection to a networking node, potentially via Bluetooth or even

hardwired to a communication module, at some point downstream. Moreover, if a collection of

IoT devices train as one unit, only one device needs to connect to the outbound UDP connection
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with all devices gaining the benefits. The blockchain must be accessible to all nodes but does

not need to be persistently stored on every individual node. Each participant maintains a copy

of the chain that can be shared among their own nodes and transmitted to external nodes via

the P2P network. The chain can be stored on any suitable storage medium, such as a shared

drive within a hospital’s IT network, provided that internal nodes can retrieve and forward it

upon request. This approach ensures accessibility while preventing IoT devices from having to

store large amounts of data.

Algorithm 1 UDP Pair Communication

procedure Inbound

loop
msg ← incomingMsg
if V alidateIsNewestChain(msg) then

chain← msg
else if msg /∈ addresses then

addresses.append(msg)
Outbound(Inbound.Address,msg)

end if
end loop

end procedure

procedure Outbound(msg, addr = NULL)
if msg == JoinNetwork then

Broadcast(Join+ Inbound.Address)
else if addr == NULL then

Broadcast(msg)
else

SendDirectMsg(msg, addr)
end if

end procedure

4.2.3 IoT Federated learning

All devices contain an instance of a, potentially pre-trained, TensorFlow Lite model and train

on incoming data, private to each participant. After a number of epochs, each participant may

submit their network’s weights and the number of different examples seen to the blockchain

(figure 4.1). The chain then contains the globally aggregated model that can then be used as

the new initial network for the next round of local training.
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Figure 4.1: Clients contributing to the blockchain using (4.1). Note
⋃N

i=1 χi ⊆ all possible data.

4.3 IoT System Complexity

This section analyses the complexity and latency of the proposed IoT system including actual

timings taken from the system running in debug mode on a physical Pixel 4 Android smartphone

running Android 13 with a Qualcomm Snapdragon 855 Octa-core CPU (1 x 2.84 GHz Kryo 485

Gold Prime & 3 x 2.42 GHz Kryo 485 Gold & 4 x 1.78 GHz Kryo 485 Silver) training multiple

networks to perform image classification on the CIFAR-10 dataset [103] in order to give real,

practical values to fairly evaluate the system.

The first step of the system is the local training; using γ to denote the number of CPU cycles to

execute one step of training (i.e. applying backpropagation to one input) then the complexity

of an epoch of local training is defined as

Θlocal training = max
Di∈D

(
βDi
· γ

σDi

)

(4.4)

where βDi
is the batch size of the input data used in each epoch, Di is a participating device

(from the set of all devices D) and σDi is the CPU frequency of the participating device Dk.

In our experiments, (averaging over 144 epochs) the latency of Θlocal training = 23.68 seconds.
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Each participant then sends their model to the blockchain for validation which consists of the

PoW consensus algorithm followed by the aggregation of all models into a global model (using

equation 4.2). Therefore, the complexity of the global aggregation is as follows:

Θglobal aggregation =
ρ + γagg

σV
(4.5)

where ρ is the number of CPU cycles to execute the PoW algorithm, γagg = (N + 1)·Ξ+(N − 1)·

λ is the number of CPU cycles to execute the aggregation ofN models (where Ξ and λ denote the

number of CPU cycles to execute to perform scalar matrix multiplication and matrix addition

respectively) and σV is the CPU frequency of the validator. In our experiments, consisting

of four models, the latency of Θglobal aggregation = 106.83 milliseconds which is a negligible cost

owing to the large target for the PoW algorithm. However, in general, ρ >> ωagg unless there

are a large number of participating devices.

Running the entire system on our single device (sequentially, with no concurrency or optimisa-

tions applied) yielded a complete run time of 19.79 minutes consisting of four models training

for 50 epochs each with global aggregation occurring every 25 epochs (i.e. all participants were

aggregated twice in the complete run).

4.4 Results

To test the base federated learning framework, TensorFlow was used to design a simple and

small network architecture, comprising two convolutional and max pooling layers, a final con-

volutional layer and two dense layers, to classify the CIFAR-10 and PneumoniaMnist datasets.

Using both standard and federated training paradigms, the same network architecture was used

in five experiments, per dataset, using 10%, 25%, 50%, 75% and 100% of the training data; in

the federated case, the data was shared equally amongst all participating models, such that no

two models saw the same data points, as would be the case in a live system (especially when

using image data as the input). For each subset of the data, the model was trained for 150
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epochs whilst additionally measuring the effect of altering the number of epochs each partici-

pating member trained for before the federated update and the number of participants to the

federated scheme as shown in Table 4.1 and 4.2. The resulting accuracies in each sub-table

are all within a small range showing that federated learning produces similar results to the

standard method but with the benefit of being applicable to distribution and working on dif-

ferent (albeit similar) datasets with no shared data points. Furthermore, when training using

federated updates, with each “‘local training”’ round being performed sequentially, the training

process runs quicker compared with the standard method due to each participant operating on

smaller subsets of the data, allowing for optimisations such as better caching; this is especially

apparent on smaller devices.

Following these results, the same network architecture was used for training directly on an IoT

device (the same phone used in section 4.3 to evaluate the system complexity). Ordinarily, each

participating network would be first pre-trained by TensorFlow before being converted to the

TensorFlow Lite format. However, the application should be trained almost entirely on-device

and so only one epoch (against 100% of the CIFAR-10 training data) to have a starting point

over a network with completely randomised weights; however, pre-training of another instance

of the network with 100 epochs was also obtained to compare the effects of pre-training. The

results of non-federated learning on these two networks are shown in Table 4.3 with the loss

and accuracy after training further on the device (against only 25% of CIFAR-10’s training

data) for 50, 100 and 150 epochs. These results imply that the pre-training caused the model

to overfit and is likely only useful if the data the device observes will differ from the pre-training

data.

Next, multiple instances of the single epoch pre-trained network were trained via federated

learning. Globally updating all participating networks after either 25 or 50 epochs and training

for 50, 100 and 150 epochs, the federated setting for 2, 4 and 8 participating networks was

tested. All participants were trained on an even split of 25% of CIFAR-10’s training data

such that no two networks saw the same example (an example of the case with 8 participating

networks is shown in figure 4.2. The results in Table 4.4 show that the accuracy is very similar

to the non-federated context with the main difference within each configuration being that the
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Update Number of Models Accuracy
25 2 50.57%
25 4 51.04%
25 8 51.33%
50 2 50.37%
50 4 51.3%
50 8 52.33%
75 2 50.95%
75 4 49.03%
75 8 52.90%

Non-Federated 52.04%

(a) Trained with 10% of the training data

Update Number of Models Accuracy
25 2 57.69%
25 4 57.01%
25 8 57.87%
50 2 57.81%
50 4 57.95%
50 8 58.16%
75 2 58.54%
75 4 59.51%
75 8 59.43%

Non-Federated 56.94%

(b) Trained with 25% of the training data

Update Number of Models Accuracy
25 2 63.16%
25 4 64.29%
25 8 63.53%
50 2 63.06%
50 4 64.24%
50 8 62.33%
75 2 63.93%
75 4 63.64%
75 8 63.89%

Non-Federated 62.62%

(c) Trained with 50% of the training data

Update Number of Models Accuracy
25 2 65.91%
25 4 66.06%
25 8 65.83%
50 2 66.46%
50 4 65.65%
50 8 65.76%
75 2 65.61%
75 4 66.86%
75 8 65.51%

Non-Federated 65.88%

(d) Trained with 75% of the training data

Update Number of Models Accuracy
25 2 68.09%
25 4 68.75%
25 8 68.85%
50 2 69.23%
50 4 68.12%
50 8 68.11%
75 2 68.56%
75 4 68.09%
75 8 68.07%

Non-Federated 67.64%

(e) Trained with 100% of the training data

Table 4.1: Accuracy of convolutional model on CIFAR-10 after 150 epochs. The top accuracy
in each case is highlighted.
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Update Models Accuracy Recall Precision
25 2 62.50% 100% 62.50%
25 4 62.50% 100% 62.50%
25 8 62.50% 100% 62.50%
50 2 62.50% 100% 62.50%
50 4 62.50% 100% 62.50%
50 8 62.50% 100% 62.50%
75 2 78.37% 97.44% 75.25%
75 4 62.50% 100% 62.50%
75 8 62.50% 100% 62.50%

Non-Federated 83.81% 95.90% 81.48%

(a) Trained with 10% of the training data

Update Models Accuracy Recall Precision
25 2 81.89% 97.69% 78.56%
25 4 62.50% 100% 62.50%
25 8 62.50% 100% 62.50%
50 2 81.57% 98.72% 77.78%
50 4 71.79% 99.23% 69.11%
50 8 62.50% 100% 62.50%
75 2 80.93% 98.72% 77.15%
75 4 72.12% 98.97% 69.42%
75 8 62.50% 100% 62.50%

Non-Federated 81.89% 98.72% 78.09%

(b) Trained with 25% of the training data

Update Models Accuracy Recall Precision
25 2 83.97% 97.44% 80.85%
25 4 86.06% 95.38% 84.35%
25 8 62.50% 100% 62.50%
50 2 83.97% 97.69% 80.72%
50 4 84.78% 95.90% 82.56%
50 8 83.97% 94.87% 82.22%
75 2 84.46% 97.18% 81.51%
75 4 84.62% 97.18% 81.96%
75 8 67.63% 100% 65.88%

Non-Federated 86.70% 97.69% 83.74%

(c) Trained with 50% of the training data

Update Models Accuracy Recall Precision
25 2 84.62% 97.44% 81.55%
25 4 84.29% 97.44% 81.20%
25 8 86.54% 94.87% 85.25%
50 2 85.10% 97.69% 81.94%
50 4 83.65% 96.67% 80.90%
50 8 85.74% 95.90% 83.67%
75 2 84.29% 97.44% 81.20%
75 4 84.62% 96.92% 81.82%
75 8 79.17% 99.23% 75.29%

Non-Federated 85.10% 97.95% 81.80%

(d) Trained with 75% of the training data

Update Number of Models Accuracy Recall Precision
25 2 86.22% 96.92% 83.63%
25 4 86.06% 98.21% 82.72%
25 8 86.54% 95.90% 84.62%
50 2 86.22% 96.92% 83.63%
50 4 84.78% 97.69% 81.58%
50 8 86.54% 95.64% 84.77%
75 2 85.58% 96.92% 82.89%
75 4 86.22% 96.41% 83.93%
75 8 86.38% 95.64% 84.58%

Non-Federated 86.38% 97.95% 83.22%

(e) Trained with 100% of the training data

Table 4.2: Accuracy of a small convolutional model (92,737 parameters), with the same archi-
tecture as the previous network (table 4.1), trained on PneumoniaMnist after 150 epochs. The
top accuracy in each case is highlighted. Unlike the CIFAR-10 results the federated case does
not always surpass the non-federated case due to the size of the dataset (CIFAR-10 has 50,000
training images as opposed to PneumoniaMnist’s 5,232 training images. However, even with
an extremely constrained model, federation does not adversely affect the results (given enough
data) and is therefore a viable method when a single institution does not have access to enough
data.
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Pre-trained epochs On-device trained epochs Final Loss Final Accuracy

1
50 1.43 48.04%

1 100 1.65 49.43%
150 3.08 47.97%

100
50 1.73 48.02%
100 3.43 46.94%
150 4.42 46.67%

Table 4.3: Loss and accuracy of a neural network against CIFAR-10 test data trained and
evaluated on an Android phone. Each network was pre-trained on a laptop for the specific
number of epochs on 100% of the CIFAR-10 training dataset and then trained further on the
Android phone for the specified number of epochs against 25% of the CIFAR-10 training data.
While it may appear that this model is randomly guessing, this is not the case as there are 10
classes. Please refer to table 4.4 for the mathematical validation of these models.

loss increases with more training despite the accuracy remaining virtually constant. This is

due to the gradients becoming either too small (vanishing gradients) or too large (exploding

gradients), making weight updates ineffective and unstable. This is a result of the way IoT

devices handle floating-point operations; these are often less precise compared to dedicated

computers, using fewer bits, as memory is at a premium and rounding affects the training

process. While these results are not close to the state-of-the-art developed by Yang et al. [63],

which obtained over 70% accuracy on CIFAR-10, the network used to generate these results

is significantly smaller and is running on a physical device, which could not possibly store the

AlexNet network, containing over 60 million parameters, that was used in the state-of-the-art

which itself was not tested on a physical IoT device but instead was run on a cluster computing

system at the fog layer.

4.5 Discussion

The findings in this chapter demonstrate that artificial neural networks trained using the pro-

posed framework outperform those trained with traditional, centralised (non-federated) meth-

ods. These networks are also less prone to overfitting, owing to the federated aggregation pro-

cess. This establishes that the framework is not only a viable alternative to traditional training

paradigms but also a significant improvement, offering substantial benefits within ecosystems,

such as hospitals. For example, in a clinical situation, where privacy, security, and the handling
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Figure 4.2: Federated Training of 8 models with an even split of the dataset. Given a dataset,
χ, each local network, i ∈ {1..N}, trains on an even split of the dataset proportional to the
number of networks such that for χ = {χ1, χ2, .., χk}, network i is trained on {χ(i−1)·k, .., χi·k}.
These networks are then aggregated into a global network that performs as if it had been
trained on χ despite not receiving any data and thereby preserving privacy.

of heterogeneous datasets, often limited in size, are critical challenges, the framework provides

a robust and effective solution.

Additionally, the framework facilitated the development of a fully customisable Android ap-

plication that enables on-device training of arbitrary neural networks using TensorFlow Lite.

This innovation allows existing networks to be seamlessly integrated into the federated learning

framework and utilised securely on Android devices, enhancing privacy and security. Despite

the networks was trained on the IoT device (in this case, an Android phone) outperforming

their non-federated counterparts, their classification performance, based on training on an even
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split of only 25% of the full dataset, remains limited compared to the results achieved on a

laptop. The laptop, representing the upper limit of edge computing capabilities in this con-

text, underscores the need for additional strategies to bridge the computational power gap and

enhance the performance of IoT devices in federated learning scenarios.

This research has highlighted multiple intriguing avenues for future research, for instance,

exploring federated learning’s capability to handle truly homogeneous datasets: rather than

splitting a dataset like CIFAR-10 into random subsets of equal length, a potential alternative

would involve assigning each of the 10 participating networks a single class to train on exclu-

sively. This approach could provide valuable insights into the robustness and adaptability of

federated learning in scenarios where data distributions are entirely non-overlapping.

However, it is evident that enabling the sharing of spare computing resources for distributing

“local training” is paramount; it is therefore essential to secure the training data effectively.

This can be achieved either by operating on encrypted data, for example, through homo-

morphic encryption, or by transforming the data into a non-reversible representation, such as

using Fourier or wavelet transformations. These methods would facilitate the integration of

blockchain technologies, including smart contracts, to automate tasks and manage the shar-

ing of processing capabilities. This approach could also incentivize participation by offering

additional utility to collaborators.

In the subsequent chapter, the adaptation of masked autoencoders [107] is explored as a means

of obfuscating data, enabling more sophisticated federated aggregation while fully leveraging the

blockchain layer. This innovation allows the training process to be distributed not only across

internal IoT devices but also to other nodes, including those from external hospitals, with-

out compromising the privacy guarantees of federated learning. Critically, no reconstructable

form of the training data ever leaves the originating device. This system enables hospitals to

utilise spare computational power, for instance from administrative PCs, and even trade these

resources with one another, fostering greater collaboration and advancing shared objectives in

a secure and efficient manner.
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Epochs per
Global Update

Participating Networks Total Epochs Loss Accuracy

25 2
50 1.43 48.04%
100 1.66 49.44%
150 3.07 48.20%

50 2
50 1.43 48.03%
100 1.66 49.19%
150 3.05 47.93%

25 4
50 1.43 48.04%
100 1.64 49.62%
150 3.06 48.12%

50 4
50 1.43 48.04%

50 4 100 1.64 49.65%
150 3.08 48.10%

25 8
50 1.43 48.04%
100 1.65 49.46%
150 3.08 48.28%

50 8
50 1.43 48.18%
100 1.65 49.33%
150 3.03 47.97%

Table 4.4: Loss and accuracy of a neural network against CIFAR-10 test data trained via
federation and evaluated on an Android phone. Each participating network was trained on
and even split of 25% of the CIFAR-10 training dataset with no participant seeing the same
data.While it may appear that these models are randomly guessing, there are 10 outcome classes
and therefore these models are is significantly better than random. Due to the large sample size
(CIFAR-10 has a test size of 10,000 images) the binomial distribution can be approximated with
a normal distribution allowing testing to determine if the model is better than random by using a
z-test for proportions. The Z-score measures how many standard deviations the observed result
is from the expected mean under a null hypothesis. In this case, the null hypothesis assumes
that the classifier is randomly guessing (i.e., achieving only 10% accuracy). The Z-score formula
for proportions is: Z = p̂−p0

√

p0(1−p0)
n

where p̂ = 0.4965 (the observed accuracy of the top model),

p0 = 0.1 (the null hypothesis / the expected random accuracy) and n = 10000 (the number of
samples / test images). Therefore, as Z = 0.4965−0.1√

0.1∗0.9
10000

= 0.3965
0.003

≈ 137.17, the observed accuracy of

49.65% is 132 standard deviations above the outcome if the classifier were guessing randomly.
In a normal distribution, results beyond Z = 1.96 are considered statistically significant at the
95% confidence level. A Z-score of 132.17 is astronomically high, making it virtually impossible
that these results occurred by random guessing.



Chapter 5

Proof of Reasoning (PoR) for Privacy

Enhanced Federated Blockchain

Learning at the Edge

The technical contributions of this chapter are:

• PoR, a novel consensus mechanism that mitigates the effect of malicious networks and

utilizes useful computation, as opposed to PoW.

• Evidence that masked autoencoders can continue to use a high masking proportion in

downstream tasks without catastrophic effect on the accuracy of linear-probing.

• Combining masked autoencoders and PoR, more complex aggregation methods can be

used, as shown in section 5.2.3.2.

Please refer to section 5.1.1 for a full description of the contributions this chapter has made to

the field. The following paper, based on the research in this chapter, has been submitted to

IEEE Internet of Things Journal and is currently awaiting a response:

1. Calo James, and Lo Benny. “Proof of Reasoning for Privacy Enhanced Federated

81
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Blockchain Learning at the Edge” [J] In IEEE Internet of Things Journal (IEEE IoTJ)

(Proposed, not yet accpeted)

5.1 Introduction

Building on the discussion in the previous chapter, this chapter addresses the critical need

to leverage spare computing resources effectively for secure distributed training. Ensuring

privacy during such resource sharing requires robust obfuscation techniques to prevent data

reconstruction without compromising its utility. Traditional encryption methods, while secure,

often impose constraints on the architecture of neural networks, limiting their flexibility and

applicability. In contrast, this chapter introduces a novel application of masked autoencoders

(MAEs) to encode raw data. This approach not only renders reconstruction infeasible but

also generates enriched feature maps that enhance the performance of downstream classifiers,

creating a balance between privacy preservation and computational efficiency.

Consensus mechanisms are the core of any blockchain system. However, the majority of these

mechanisms do not target federated learning directly nor do they aid in the aggregation step.

This chapter introduces Proof of Reasoning (PoR), a novel consensus mechanism specifically

designed for federated learning using blockchain, aimed at preserving data privacy, defend-

ing against malicious attacks, and enhancing the validation of participating networks. Unlike

generic blockchain consensus mechanisms commonly found in the literature, PoR integrates

three distinct processes tailored for federated learning. Firstly, a masked autoencoder (MAE)

is trained to generate an encoder that functions as a feature map and obfuscates input data,

rendering it resistant to human reconstruction and model inversion attacks. Secondly, a stream-

lined downstream classifier is trained at the edge, receiving input from the trained encoder. The

downstream network’s weights, a single encoded datapoint, the network’s output on this input,

and the ground truth are then added to a block for federated aggregation. Lastly, this data

facilitates the aggregation of all participating networks, enabling more complex and verifiable

aggregation methods than previously possible. This three-stage process results in more robust
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networks with significantly reduced computational complexity, maintaining high accuracy by

training only the downstream classifier at the edge.

The fundamental concept of blockchain is the consensus mechanism, how does a collective de-

cide what is the truth. Interestingly, this is closely related to the issue of spotting weak or

even malicious networks that would corrupt the federated aggregation. While it is possible to

combine consensus mechanisms with algorithms such as multi-KRUM[63] to reduce the effect

malicious networks have on the final aggregated network they do so by elimination. Unfortu-

nately, the distinction between malicious networks and non-conforming networks is impossible;

obviously, it is beneficial to remove malicious networks but non-conforming networks may have

useful knowledge. Unfortunately, they may appear malicious as their dataset could be quite

different from the majority, a consequence of using non-iid (non-independent and identically

distributed) datasets. Additionally, these methods still require a consensus mechanism such as

Proof of Work (PoW) or Proof of Stake (PoS) that are not designed with federated learning in

mind.

The trade-off for decentralizing federated learning by utilizing blockchain is transparency; every

block in the chain is publicly available, making privacy a significant challenge. Validating

a participating network requires domain-specific input, which may be difficult to obtain or

unavailable for sharing. This is especially true in the medical field, where sharing raw images

is unacceptable. One approach to mitigate this issue is to encode the input data; however, it is

crucial that this data cannot be decoded, whether by brute force or a model inversion attack.

Techniques such as homomorphic encryption excel in this regard but necessitate increased

computational complexity to enable the matrix multiplication required for neural networks and

is incompatible with non-linear activation functions such as rectified linear units (ReLU).

To ensure the privacy of the data while enabling federated learning, masked autoencoders

(MAE) [107] are utilised to generate a feature map and continue to mask a high percentage of

the input [31] in contrast to classical MAE, which does not mask the input outside of training,

resulting in an encoded subarray of patches from the original image. This method provides

high semantic content to the downstream classifier, maintains accuracy, and is highly resistant
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to attempts to reconstruct the original, unencoded data.

5.1.1 Contributions

This chapter focuses on a privacy-enhancing, resilient paradigm, enabling efficient utilization

of IoT resources to support machine learning training at the edge for healthcare/medical appli-

cations resulting in a novel framework, integrating a consensus mechanism designed solely for

federated learning, named Proof of Reasoning (PoR) by utilising masked autoencoders (MAE)

[107] to allow privacy-aware data sharing and minimize computational complexity. The main

contributions of this new framework are:

• PoR, a novel consensus mechanism that mitigates the effect of malicious networks and

utilizes useful computation, as opposed to PoW, while resulting in similar guarantees of

the infeasibility of replacing the entire chain with false data.

• Evidence that masked autoencoders can continue to use a high masking proportion in

downstream tasks without catastrophic effect on the accuracy of linear-probing and as a

result allow the use of the masked and encoded data for validation and aggregation of the

downstream classifier.

• Combining masked autoencoders and PoR, more complex aggregation methods can be

used to combine the participating (local) networks into a global (aggregated) network (an

example of which is shown in section as shown in section 5.2.3.2).

5.1.2 System Overview

The following sections in this chapter delve into the system’s operation in detail; however,

Figure 5.1 provides an illustrative example of how the final federated blockchain learning sys-

tem operates with three participants, each employing distinct methods for training their local

networks.
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(1)
Data Trained

Encoder

(2) Use

Classifier

(3) Train
Classifier
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(1)
Data Trained

Encoder

(2) Use

Classifier

(3) Distribute and
Train Classifier

Participant 3

(1)
Data Trained

Encoder

(2) Use

Classifier

(3a) Outsource
Classifier Training

(3b) Return
Trained Classifier
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(4) Upload EDI
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Transaction τ2 (4) Upload EDI

Transaction τ3

(5) PoRValidation
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(8) Update Local
Networks

Figure 5.1: An example of PoR being used by three participants.

1. Data Encoding: Each participant encodes their data, potentially collected intraopera-

tively, using their individually trained encoder transformer (Step 1). The encoded data

is then passed to their downstream classifier for immediate use (Step 2), while simulta-

neously serving as input for the next round of local training (Step 3).

2. Local Training Variations:

• Participant 1 conducts training entirely on their local infrastructure, leveraging com-

putational resources directly within their institution.

• Participant 2 utilizes a distributed IoT mist network to train their classifier. Devices

in the network may employ standard distributed training algorithms, such as the

All-Reduce algorithm, or engage in local federated learning. Alternatively, each IoT

device can act as an independent participant as each processes only a subset of the

encoded data.
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• Participant 3 outsources the training of their downstream classifier to another insti-

tution. They share only the encoded data and their local model, ensuring privacy

while leveraging external computational resources.

3. Blockchain Integration: After completing local training, each participant uploads an

Encoder-Decoder Interface (EDI) transaction to the blockchain (Step 4). The EDI trans-

action includes all necessary information as detailed in Section 5.2.3.1. If Participant 2

treats each IoT device as an independent participant, multiple EDI transactions, one per

device, are submitted to the blockchain.

4. Consensus and Validation: The blockchain employs the Proof of Reasoning (PoR)

consensus mechanism to validate each uploaded network against an encoded example

datapoint provided by the participant (Step 5). This step ensures the integrity of contri-

butions while maintaining privacy.

5. Ranking and Aggregation: The validated networks are ranked (Step 6) based on their

performance across all uploaded datapoints, following the specified aggregation policy

π. The ranked networks are then aggregated into a global model (Step 7), which is

distributed back to each participant, initiating the next round of local training.

This decentralized, privacy-preserving system enables robust collaboration across multiple in-

stitutions and IoT devices, optimizing resource utilization and enhancing model performance

while safeguarding sensitive medical data.

5.2 Materials and Methods

Proof of Reasoning (PoR) is a consensus mechanism tailored to enable more advanced aggre-

gation techniques with built-in validation for each participant. To facilitate privacy-enhanced,

secure, and efficient processing at the edge, masked autoencoders (MAE) [107] are integrated

into the framework. MAE generates a feature map, which is subsequently fed into a simplified
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Figure 5.2: MAE Training and upstream feature map usage. In contrast to vanilla MAE, where
the input is split into unmasked patches which are then fed sequentially into a trained encoder
resulting in an encoding per patch, PoR MAE continues to mask the input, as it was when
training the encoder, and only the remaining (unmasked) patches are fed to the trained encoder
resulting in significantly fewer encoded patches being passed to the classifier.

downstream classifier that participates in federated learning and training at the edge with-

out the original encoder. This approach significantly reduces computational complexity during

training and inference while maintaining competitive accuracy, as the feature map generated

by the encoder retains essential information. For federated aggregation, the network’s weights,

a single encoded datapoint, the network’s output for that datapoint, and the corresponding

ground truth are encapsulated in a block to ensure seamless and secure integration.

Unlike traditional MAE implementations (Figure 5.2a), this design does not encode the en-

tire image. Instead, it processes only the encodings of unmasked patches (Figure 5.2b). This

approach inherently resists model inversion attacks, as the decoder introduces additional com-

plexity during training (Figure 5.3). The reconstruction process depends on masked tokens

and positional encodings, making it exceedingly difficult to infer the original unmasked patches

from the encoded representation. The following sections provide a detailed description of this

design and its contributions to enhancing federated learning in healthcare.
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5.2.1 Pre-training

5.2.1.1 Input Augmentation

Following MAE [107] the training data is augmented by applying image resizing and random

cropping to increase the variance in the data seen by the network, the input must be resized

regardless to allow the correct number of patches to be extracted. Additional augmentations

such as rotation or vertical flipping should not be applied as this can result in images that

would never naturally occur adding additional uncertainty to the reconstruction used for self-

supervised pre-training without resulting in any benefits. On the other hand, while horizontal

flipping is a legitimate choice of augmentation, the masked reconstruction is an already complex

task which may be negatively affected by additional input augmentation and was not used in the

original paper, it was therefore decided to not include this or any additional input augmentation

strategies.

5.2.1.2 Masking Strategy

Since the masked autoencoder is used as a feature map and data obfuscator the downstream

classifier does not receive all the encoded data. Fortunately, the masking strategy used in

training the masked autoencoder can differ from the strategy used to generate the feature map.

For example, when training the masked autoencoder, random masking could be applied in

order to get a different set of patches each time the same image is encountered during training.

Once the encoder is trained, this masking strategy can be replaced with one that masks each

patch proportionally, based on a chosen heuristic (for example one that ensures information

dense patches are not masked) as the now trained encoder is used as a feature map generator

feeding the encoded patches into the downstream classifier. Experiments were performed with

both random masking and masking proportionally to the correlation of each patch to all other

patches; however, in both training the MAE and the downstream classifier, random masking

(with a normal distribution) provided superior results. With a given masking ratio µr, µr · ρ

patches were replaced with a learnable mask token.



5.2. Materials and Methods 89

Model Name Heads Width Layers
ViT-Huge 16 1280 32
ViT-Large 16 1024 24
ViT-Base 12 768 12

Edi-Encoder 1 1280 2
Edi-Decoder 1 192 2

Table 5.1: Encoder and Decoder Transformer parameters vs standard ViT

5.2.1.3 Encoder-Decoder Design

The network architecture for both the encoder and decoder are based on Vision Transform-

ers (ViT) [32]. However, typical ViTs, such as the standard variants ViT-Base, ViT-Large,

and ViT-Huge, are computationally intensive for IoT applications, containing 86 million, 307

million, and 632 million parameters, respectively. To address this, the encoder has been signif-

icantly downsized to contain only 26.2 million parameters, approximately 30% of ViT-Base, by

processing each patch individually. The decoder, on the other hand, while smaller in projection

width, requires 85.5 million parameters as it must process both masked and unmasked patches

simultaneously. Importantly, the decoder’s larger size does not hinder deployment since it is

used solely during pre-training and is not required once the encoder is trained. To strike a

balance between computational feasibility and efficiency, the entire MAE network was trained

on a laptop, reflecting the computational resources accessible in hospital environments (Table

5.1).

Following the patching and masking of the input image, as outlined in [107], each patch’s

position embedding is combined with its projection, consistent with standard ViT practices

[32]. Specifically, a single dense layer projects the unmasked patch’s pixels, while a learnable

mask token is projected for masked patches (Figure 5.3). The unmasked patches are then

collated and passed through sequentially to the encoder. The encoder’s output is subsequently

recombined with the masked tokens, their original order encoded within, and passed into the

decoder for input reconstruction, ensuring the preservation of spatial relationships and enabling

effective pre-training.

The chosen loss function applies the mean squared error function (MSEℓ) between the original
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Figure 5.3: Self-supervised training process of a masked autoencoder (MAE): The input image
is divided into patches, with a high percentage masked out. The unmasked patches are as-
signed positional encodings and processed by the encoder, which transforms them into encoded
representations. These encoded patches are then combined with masked patches, each con-
taining a learnable mask token and its positional encoding, and passed to the decoder, which
reconstructs the original image. This training enables the encoder to extract meaningful rep-
resentations from limited input data.

image and the reconstruction for the masked patches only; this is the same as MAE [107]; while

mean absolute error (MAEℓ
1) resulted in a higher reconstruction accuracy, it produced a less

accurate classifier when used as a feature detector.

1Xℓ is used for error functions in order to differentiate Masked Autoencoders (MAE) from Mean Absolute
Error (MAEℓ)
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5.2.2 Training

5.2.2.1 Downstream Classifier Design

The downstream classifier operates as the federated component within the system, requiring a

lightweight design to minimize computational overhead. To achieve this, a streamlined feed-

forward neural network architecture was utilized. However, for some classification tasks, once

federated learning was implemented, this architecture was not complex enough to perform in

line with the non-federated models (for the experiments in Section 5.3 each modification to this

simplified downstream model is detailed). In contrast to the standard Masked Autoencoder

(MAE), where the entire input is encoded and processed by the classifier, this framework

maintains masking on the input (Figure 5.2). This approach not only reduces the networks’s

size and complexity by decreasing the number of patches but also enhances privacy preservation.

As the federated step involves testing the downstream classifiers submitted to the blockchain,

some data must be uploaded. By masking and then encoding the data the framework ensures it

is obfuscated, rendering it unrecognizable to humans and resistant to model inversion attacks,

while still serving as a meaningful input for the downstream classifier.

5.2.3 Federation

5.2.3.1 Federated Transaction

For each participant i ∈ P , Proof of Reasoning (PoR) introduces an Encoder-Decoder Interface

(EDI) transaction τi that is uploaded to the blockchain (Figure 5.4). Each EDI transaction

encapsulates the weights of the participant’s downstream classifier, ωi, and a list of one or

more tuples, where each tuple contains an encoded datapoint κi, the output of the downstream

classifier for that datapoint ŷi, and the actual classification label yi. Let Ωi denote a downstream
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Figure 5.4: An example of generating an Encoder-Decoder Interface (EDI) transaction to be
added to the blockchain using PoR. The unmasked patches of a single datapoint are encoded by
the participant’s trained encoder transformer and added to the transaction as the encoded data
array κ. Additionally, the weights of the downstream classifier ω, the output of the downstream
classifier on the encoded data ŷ and the true classification of the input y are also added to the
transaction.

classifier with weights ωi then:

τi= (ωi, [(κi, ŷi, yi), · · · ]) (5.1)

ŷi= Ωi(κi) (5.2)

κi= λi(xi) (5.3)

Where λi represents a masked encoder and xi is the original input. The EDI transaction does

not include the masked encoder λi or the raw input xi. Even with access to the transaction

data (ωi, [κi, ŷi, yi), · · · ]), it is computationally infeasible to derive xi by inverting λ due to the

one-way nature of the encoding process.

This structure enhances federated learning by enabling more sophisticated and verifiable aggre-

gation methods. Unlike federated averaging (FedAvg) [14], which relies on unverifiable counts

of training examples used by each participant, the EDI transaction provides transparency and
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robustness, paving the way for novel aggregation schemes.

5.2.3.2 Proof of Reasoning

The PoR mechanism begins by verifying that each network in the participant pool P produces

outputs within a specified tolerance ϵ, ensuring a baseline level of trustworthiness. While this

step does not entirely eliminate the risk of malicious networks, since inputs could originate from

a different domain, allowing potentially malicious networks to pass validation, the subsequent

aggregation step is designed to minimize their impact. Each network is then scored and ranked

according to an aggregation policy π, which operates on the set of all EDI transactions, T ,

recorded on the blockchain. The aggregation policy π comprises two primary functions: a

scoring function Sπ : Rn × R → R, which evaluates the performance of each classifier Ωi on

all of the included encoded datapoints
⋃

j∈P{κj}, and a reduction function Rπ : Rn → R,

which consolidates these scores into a final ranking for each participant. Specifically, for each

participant i:

PoRValidation= |Ωi(κi)− ŷi| < ϵ (5.4)

PoRRank= Rπ({Sπ(Ωi(κj), yj)|j ∈ P}) (5.5)

A straightforward example of an aggregation policy for multiclass classification is a linear scoring

method based on classification probabilities. In this approach, each network is evaluated by

assigning points proportional to the placement of its predicted probability for the correct class.

For instance, if a network’s predicted probability for the correct class is the third highest among

all predictions, it is awarded (num classes - 2) points. The reduction function then aggregates

these scores by summing them across all inputs to generate an overall ranking for each network.

Algorithm 2 shows an example psudo-code implementation for the aforementioned linear scoring

aggregation policy.

This method offers transparency and accountability, directly tying the performance of a model



5.3. Results and Discussion 94

Algorithm 2 Linear Scoring Aggregation Policy.
Line 2 sets the scores to range from num classes (the maximum score) to 1 (the minimum
score).
Line 3 sorts the classification output, (prediction logits list) which is the probability that the
input belongs to the corresponding class number with that index, in descending order by index.
i.e. the first element in the list sorted classification is the class index that the network assigned
the highest probability and the last element is the class index with the least probability.
Line 4 assigns the index that the expected class has in this sorted classification list. In the
example where the network’s predicted probability for the correct class is the third highest
among all predictions the score index would be 2.
Line 5 then returns the corresponding score from score weights (in this case num classes−2).

1: procedure Score(prediction logits list, expected class, num classes)
2: score weights← [num classes, num classes− 1, .., 1]
3: sorted classification← argsort(prediction logits list,DECENDING)
4: score index← sorted classification.index(expected class)

return score weights[score index]
5: end procedure

to its accuracy on encoded inputs. Unlike FedAvg, which relies on scaling a model’s contri-

bution based on the unverifiable count of examples it has processed, this scoring mechanism

evaluates networks based on their actual output performance, ensuring a more equitable and

verifiable aggregation process. By assigning each participant’s downstream classifier a PoR

Rank through this policy, the system supports more intelligent and robust aggregation strate-

gies. These strategies address critical shortcomings of traditional methods like FedAvg, en-

hancing the reliability, fairness, and accountability of federated learning systems in complex

and privacy-sensitive domains such as healthcare.

5.3 Results and Discussion

5.3.1 Cifar10 Experiments

As this framework is designed to operate within the IoT infrastructure of a hospital, the first re-

quirement was to develop an encoder-decoder architecture optimized for a leaner computational

environment, such as a laptop with decent but limited processing power compared to dedicated

machine learning servers. This constraint necessitated reducing the number of heads and layers
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Encoder Decoder
Reconstruction Accuracy

Heads Width Layers Heads Width Layers
1 1024 2 1 192 2 15.95%
1 1024 2 1 208 2 15.99%
2 1024 4 2 128 4 15.62%
1 1280 2 1 192 2 16.01%
2 1280 2 1 128 2 14.80%
1 2048 2 1 128 2 15.30%

Table 5.2: Impact of varying the number of heads, width, and layers for both the encoder and
decoder transformers: The encoder, being the core component used throughout the system,
is designed to be larger than the decoder while maintaining efficiency to operate on resource-
constrained IoT hardware. Both components must remain lightweight to ensure compatibility
with edge devices. Each configuration was evaluated using a masking ratio of 75% on images
from the Cifar-10 dataset.

in the Encoder-Decoder transformers. Table 5.2 illustrates the impact of various transformer

parameters on the reconstruction accuracy of the Cifar-10 dataset [103], demonstrating the

trade-offs involved in optimizing for constrained hardware.

Since PoR’s implementation of the masked autoencoder (MAE) diverges from the original

design in [107], extensive experiments were conducted to identify optimal transformer configu-

rations and evaluate the influence of different training parameters. These experiments included

variations in masking percentage, masking method, and loss function to assess their effects on

downstream classifier performance. Results revealed that while higher masking percentages

reduced reconstruction accuracy, they significantly improved downstream classifier accuracy.

Consequently, a masking rate of 90% was chosen as the optimal balance. Moreover, using the

MAEℓ loss function yielded higher reconstruction accuracy but detrimentally affected down-

stream classification performance. Masking methods based on correlation (e.g., selecting the

most or least similar patches or even a 50/50 split of each) consistently degraded results, high-

lighting random masking as the superior approach despite its non-deterministic nature. Table

5.3 presents initial results for each parameter configuration, while Table 5.4 reports the recon-

struction accuracy of the chosen MAE settings across various datasets.

For the downstream classifier, the initial design employed a simple feedforward network con-

sisting of batch normalisation, global average pooling, one hidden layer, and an output layer.

This architecture performed well in traditional (non-federated) machine learning settings and
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Mask % Masking Method Loss Function Loss Reconstruction Accuracy
60% Random MSEℓ 0.0103 18.14%
60% Random MAEℓ 0.0680 18.45%
62.5% Random MSEℓ 0.0110 17.72%
75% Random MSEℓ 0.0142 16.08%
85% Random MSEℓ 0.0191 13.83%
85% Correlation MSEℓ 0.0259 9.87%
90% Random MSEℓ 0.0233 12.35%
95% Random MSEℓ 0.0307 10.32%

Table 5.3: Effect of masking percentage, masking method, and loss function on the reconstruc-
tion accuracy of the masked autoencoder (MAE): The experiments were conducted after train-
ing for 100 epochs on the Cifar-10 dataset (training set size: 40,000, testing set size: 10,000).
While using MAEℓ led to higher reconstruction accuracy, employing MSEℓ with a high masking
percentage of 90% resulted in superior classification accuracy for the downstream classifier.
This indicates that, despite reduced reconstruction performance, the encoder learned a more
effective representation for classification of the input data. This may seem counter-intuitive as
the reconstruction accuracy is extremely low and the masking rate is very high; however, unlike
the original MAE paper, the primary goal of this research is to maximise classification accuracy
while maintaining a high masking ratio and therefore the loss and reconstruction accuracy were
not directly used to determine parameter combinations and instead the affect of the resulting
encoder on the downstream classification accuracy was used to decide the masking ratio and
loss function for the encoder. This points to the fact that the reconstruction accuracy is not as
important to classification tasks as a deeper semantic understanding of an image.

Dataset No. Examples MSE MAE Accuracy
Cifar-10 40,000 0.0233 0.1101 12.35%
Cifar-100 40,000 0.0238 0.1110 13.32%
ImageNet 60,000 0.0281 0.1245 8.63%
ChestMnist 80,000 0.0063 0.0525 51.58%

Table 5.4: Results for the reconstruction accuracy of the masked autoencoder after training for
100 epochs on various datasets with a masking percentage of 90%

proved effective when encoded datasets could be freely exchanged (Table 5.5). However, under

a federated paradigm, the classifier’s accuracy suffered due to limited data availability (e.g.,

when Cifar-10 was split among two or four participants) and the inherent variance in encoded

datapoints. Despite incorporating a high dropout rate of 70%, which slightly improved results,

the performance remained suboptimal (Table 5.6). Interestingly, if all participants used the

same masked autoencoder pre-trained on the entire dataset, the system achieved results com-

parable to the non-federated case. However, this approach is impractical in federated learning

due to privacy and data-sharing constraints, making transfer learning the logical next step to

enhance system performance.
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Hidden
Mask% Accuracy

Layers Width
1 2560 50% 62.91%
1 4096 75% 59.90%
1 5120 50% 64.06%
1 5120 62.5% 61.00%
1 5120 75% 60.32%
1 8192 75% 59.24%

2

(
5120

256

)

75% 58.73%

(a) Effect of hidden layer configurations and input masking percentage on downstream
classifier accuracy: The simplified downstream classifier (excluding the residual bottleneck
layer) was evaluated with varying numbers of hidden layers, layer widths, and input masking
percentages. Each configuration was trained on 40,000 images from the Cifar-10 dataset
using stochastic gradient descent (SGD) for network optimisation.

Dataset Range Accuracy Top 2 Top 3
0-25 49.05% 70.55% 81.88%
25-50 50.26% 71.13% 82.35%
50-75 50.13% 71.40% 81.91%
75-100 50.04% 70.37% 81.29%

(b) Classification accuracy for the simplified downstream classifier using a masking percent-
age of 62.5%. Each classifier was trained on 10,000 images from the Cifar-10 dataset (40,000
images split between 4 models) using the ADAM optimiser. The dataset range is the start
and end percentage of the dataset (for example 25-50 is the second quarter of the dataset
i.e. datapoints 0.25*dataset length through to and including 0.5*dataset length). Top 2
and Top 3 accuracies are the classification accuracy if the correct class is within the top 2
or top 3 probabilities returned by the model respectivly.

Table 5.5: Results of the simplified downstream classifier without federation on the Cifar-10
dataset.

5.3.2 Transfer Learning Experiments

Each masked autoencoder was initially trained on a distinct subset of 60,000 images from the

ImageNet dataset [108] for 100 epochs. Following this pre-training, the autoencoders under-

went additional fine-tuning on their respective subsets of the Cifar-10 dataset for another 100

epochs. Once the training of the masked autoencoders was complete, the corresponding down-

stream models were trained on the same Cifar-10 subsets that their associated autoencoders

had been fine-tuned on (Table 5.7). This multi-phase training approach aimed to leverage the

generalization power of ImageNet pre-training while refining the models for the specifics of the

Cifar-10 dataset.
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Range MSEℓ Accuracy Top 2 Top 3
0-25 1.3641 51.65% 72.42% 83.47%
25-50 1.3518 51.51% 72.95% 83.45%
50-75 1.3617 51.50% 72.13% 82.86%
75-100 1.3545 51.72% 72.27% 82.86%

Table 5.6: Results after 5 federation rounds of 25 epochs each, with 25 pre-federated epochs on
Cifar-10. We include a dropout rate of 70% after the single hidden layer

Range epochs Transfer Type Accuracy Top 2 Top 3
Non-Federated

0-100 100 None 60.99% 79.69% 88.14%
0-100 100 Encoder Only 61.57% 79.42% 88.07%
0-100 100 Full 61.02% 78.99% 87.56%

Federated, four participants
0-25 25 Encoder Only 50.72% 72.02% 82.93%
25-50 25 Encoder Only 50.81% 71.28% 82.45%
50-75 25 Encoder Only 49.57% 70.61% 81.51%
75-100 25 Encoder Only 49.80% 71.04% 82.18%

Federated, two participants
0-50 25 Encoder Only 54.14% 74.55% 84.84%
50-100 25 Encoder Only 54.34% 75.08% 84.37%

Table 5.7: Impact of transfer learning strategies on downstream classifier accuracy for Cifar-
10: The masked autoencoder (MAE) was pre-trained on ImageNet, and transfer learning was
applied by freezing all weights except for the encoder transformer (Encoder Only) before fur-
ther training on Cifar-10. This approach outperformed transfer learning without freezing any
weights (Full), with both methods yielding superior results compared to training without trans-
fer learning (None).

To enhance the performance of the federated system, several optimizations were implemented.

First, transfer learning was applied by freezing all weights of the masked autoencoder except for

those in the encoder transformer, allowing participants to benefit from pre-trained knowledge

while maintaining adaptability for specific tasks. A single full pre-activation residual bottleneck

layer (Figure 5.5) was introduced before the global averaging layer. This layer downsamples

the input by a factor of 1
8
before restoring the original input shape, adding depth and com-

plexity to the network while keeping computational demands reasonable. Notably, the batch

normalization layer, already included in the residual bottleneck layer, rendered an additional

batch normalization step redundant. Additionally, a dropout rate of 70% was applied after the

hidden layer to mitigate overfitting in the federated setting.

Lastly, to further improve results, the encoder transformers of all participants were aggregated
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Figure 5.5: The structure of the residual bottleneck layer: The layer consists of three sequential
sub-layers. First, a 1D convolution is applied to reduce the input size, with the number of
features reduced to 1

8
of the original. Next, the second sub-layer performs 1D convolution

with a kernel size of 3, maintaining the reduced feature dimensions. Finally, the third sub-
layer restores the feature dimensions to their original size using a 1D convolution restoring the
number of features to its original size. The output of this sequence is then added to the original
input, creating a residual connection to enhance feature learning.

prior to the first federated aggregation step. This approach retained the obfuscation capability

of the masked autoencoders while significantly improving downstream performance (Table 5.8).

The combination of these changes not only enhanced the system’s robustness and accuracy but

also maintained its privacy-preserving properties, ensuring it remained practical for healthcare

IoT applications.

While there is no state-of-the-art to compare these results to, as there has been no research into

using masked autoencoders (MAE) in this way, state-of-the-art results for masked autoencoders

(MAE) have been achieved using large models, such as ViT-Base, viT-Large and ViT-Huge,
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Range MSEℓ Accuracy Top 2 Top 3
0-25 1.2852 56.36% 75.73% 85.73%
25-50 1.3150 54.85% 74.93% 84.56%
50-75 1.3349 55.31% 74.82% 84.57%
75-100 1.2862 56.18% 76.03% 85.81%
0-50 1.1971 60.43% 79.15% 87.63%
50-100 1.2444 60.03% 78.76% 87.35%

Table 5.8: Cifar-10 classification accuracy. Each participant’s downstream classifier is trained
for 25 epochs and aggregated. Thereafter each participant is trained for 5 epochs before aggre-
gation for 25 rounds total.

which obtain classification accuracies between 70.5% and 88.3% on the iNat 2017-2019 datasets,

and between 57.0% and 66.8% on the Places205/365 datasets [109]. However, these results are

not directly comparable to the research in this chapter for two main reasons:

• Model Size and Deployment Context: The models in these studies are far larger and are

designed to run on high-performance hardware. In contrast, the approach in this chapter

targets IoT/Edge devices, which have significantly limited computational resources.

• Input Masking Strategy: The state-of-the-art MAE implementations do not apply input

masking to the encoder, a central mechanism of this method. This fundamental difference

in methodology means that their performance metrics cannot be fairly compared to this

research.

In summary, while the reported state-of-the-art results highlight the potential of large trans-

former models, they do not provide a valid benchmark for this work, which is specifically

tailored for resource-constrained IoT/Edge environments and employs a different input pro-

cessing strategy. However, they are a useful benchmark in predicting what may be possible

in the future as IoT/Edge devices become more capable of running large transformers of this

type.
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Range Epochs Rounds MSEℓ Accuracy Recall Precision
Non-Federated

0-100 100 N/A 1.1354 83.81% 96.67% 81.08%
0-25 100 N/A 0.8677 83.81% 97.44% 80.68%
25-50 100 N/A 1.6054 80.61% 98.97% 76.74%
50-75 100 N/A 1.4703 83.49% 98.97% 79.59%
75-100 100 N/A 0.6741 87.02% 93.33% 86.87%
0-100 25 N/A 0.9001 82.05% 97.69% 78.72%
0-25 25 N/A 0.7228 81.73% 97.95% 78.28%
25-50 25 N/A 0.7187 81.89% 97.18% 78.79%
50-75 25 N/A 0.9720 80.61% 98.72% 76.85%
75-100 25 N/A 0.7121 82.05% 96.67% 79.20%

Federated
0-25 5 15 0.5253 84.62% 87.95% 87.50%
25-50 5 15 0.8450 81.57% 95.38% 79.32%
50-75 5 15 0.5370 89.58% 94.62% 89.35%
75-100 5 15 0.5533 88.78% 95.13% 87.91%

Table 5.9: Binary classification accuracy of the downstream classifier on the PneumoniaMNIST
dataset: Each participant utilized a unique masked autoencoder (MAE) trained independently
on distinct subsets of the ChestMNIST dataset. The encoder transformers were not federated,
ensuring unique representations for each participant and transfer learning was not required,
highlighting the effectiveness of domain-specific training. The effect of dropout on the classifiers
is shown in table 5.10.

5.3.3 Chest and Pneumonia Mnist Experiments

While Cifar-10 is a popular benchmark dataset for computer vision tasks, its characteristics

differ significantly from those of medical images, both semantically and visually. Unlike conven-

tional digital images, medical scans such as CT (Computed Tomography) and MRI (Magnetic

Resonance Imaging) require specialized preprocessing to convert raw data into formats suitable

for digital viewing and analysis. For instance, CT scans measure Hounsfield Units (HU), which

quantify radiation absorption across a range of -1,024 to 3,071. These values must undergo

windowing and levelling processes to map the intensities into a standard 8-bit grayscale range

of 0-255, enabling them to be visualized and analyzed effectively.

Single-channel medical images, such as grayscale scans, proved advantageous in this context.

Unlike multi-channel images, single-channel formats did not exhibit similar preprocessing chal-

lenges and did not necessitate federating the encoder transformer at any stage. This retained

the highest level of privacy and enhanced resistance to potential attacks. The system’s effective-
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ness was demonstrated by training masked autoencoders on distinct subsets of the ChestMNIST

dataset [110] without requiring transfer learning, as the visual and semantic similarities between

ChestMNIST and the downstream task dataset (PneumoniaMNIST [111]) minimized domain

adaptation concerns.

For the downstream binary classification task using the relatively small PneumoniaMNIST

dataset (5,000 training images), the system avoided federating masked autoencoders, ensuring

that each participant maintained a unique encoder transformer. The federation process em-

ployed a low epoch count (5 epochs) between aggregation rounds, with a total of 15 rounds.

This strategy resulted in federated performance surpassing the non-federated baseline (Table

5.9). The classifier architecture was largely consistent with those used in the Cifar-10 and

ImageNet experiments, incorporating a dropout rate of 15% after the hidden layer to reduce

overfitting. Both datasets followed the same training range configurations: training on the en-

tire dataset for ranges of 0-100% and on 25% subsets for restricted ranges. Federated networks

were pre-trained for 25 epochs prior to the initial aggregation step. This systematic approach

underscores the adaptability and robustness of the framework in handling healthcare-specific

IoT applications.

5.4 Conclusion

The transformer architecture has long been a staple in natural language processing (NLP)

but has only recently gained prominence in vision tasks, with Vision Transformers (ViTs)

demonstrating exceptional performance in image classification [32]. Self-supervised learning

has emerged as an invaluable tool for pre-training, particularly in the medical field, where

labelling data often requires highly skilled experts or is subject to significant delays, as is the

case with conditions like anastomotic leaks. These challenges constrain the rate of labelled data

collection. By leveraging the self-supervised capabilities of masked autoencoders (MAEs) and

continuing to mask inputs when training downstream classifiers, this system enables the secure

sharing of datapoints with enhanced privacy, facilitates federated learning-specific blockchain
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validation methods, and mitigates the risks associated with model inversion attacks.

In contrast to the previous chapter where federated networks outperformed the non-federated

equivalent, multi-channel datasets pose significant challenges due to their increased data re-

quirements. Fully federating the masked autoencoder could alleviate these data limitations but

comes at the cost of reduced privacy and diminished resistance to model inversion attacks. A

balanced solution was identified by aggregating the weights of each participant’s encoder trans-

former before initiating federated learning. This compromise maintains a balance between

privacy, attack resistance, and performance. However, as single-channel images do not face

these issues, further investigation is warranted to explore whether multiple MAEs could han-

dle each channel separately or if preprocessing techniques should be adopted for multi-channel

datasets. For instance, when Vision Transformers (ViTs) are applied directly for classifica-

tion, a learnable classification token is prepended to the set of image patches [32], enabling

the model to aggregate global contextual information. While this approach allows the encoder

to learn task-specific features, it necessitates the use of a labelled dataset during pre-training,

potentially limiting its applicability in scenarios with scarce annotated data.

For greyscale images, MAEs have shown promising results when trained in a self-supervised

manner on domain-specific, unlabelled datasets, subsequently serving as feature detectors for

downstream classifiers trained on smaller labelled datasets. This approach is particularly suited

for scenarios demanding high privacy and fidelity, where labelled data is scarce but unlabelled

data is more accessible within the same domain.

MAEs also have potential for image generation tasks [112], enabling dataset augmentation

in scenarios where domain-specific data is limited. However, image generation introduces new

privacy challenges, as the transparency of model weights and architecture on the blockchain ex-

poses the system to potential attacks. Addressing these challenges will require novel approaches

to privacy enhancement.

This chapter has demonstrated a comprehensive integration of federated learning and blockchain

decentralization through a custom-built consensus mechanism tailored for neural network train-

ing at the edge. Together with the advancements discussed in previous chapters, this research
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establishes a novel paradigm for training neural networks. It facilitates inter-hospital collab-

oration, granting access to otherwise inaccessible data in a fully privacy-preserving manner.

Moreover, it harnesses the underutilised IoT and edge devices prevalent in healthcare institu-

tions, enabling the application of artificial intelligence to medical challenges that were previously

infeasible due to insufficient or imbalanced datasets.
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Range Epochs Transfer Type Dropout MSEℓ Accuracy Recall Precision
Non-Federated

0-100 25 N/A N/A 0.8501 82.69 97.18 79.62
0-100 25 N/A 0.1 0.6002 84.13 96.41 81.56
0-100 25 N/A 0.15 0.9001 82.05 97.69 78.72
0-100 25 N/A 0.01 0.5856 83.49 94.36 81.96
0-100 100 N/A N/A 0.9206 83.81 98.46 80.17
0-100 100 N/A 0.1 0.9853 84.29 98.46 80.67
0-100 100 N/A 0.15 1.1354 83.81 96.67 81.08
0-100 100 N/A 0.01 1.0312 83.65 97.95 80.25

Federated
0-25 25 N/A N/A 0.7077 82.05 97.95 78.60
0-25 25 N/A 0.1 0.5826 83.65 96.67 80.90
0-25 25 N/A 0.15 0.7228 81.73 97.95 78.28
0-25 25 N/A 0.01 0.5823 83.81 96.92 80.94
0-25 100 N/A N/A 0.8106 85.58 94.62 84.25
0-25 100 N/A 0.1 0.7670 85.10 93.59 84.30
0-25 100 N/A 0.15 0.8677 83.81 97.44 80.68
0-25 100 N/A 0.01 0.9761 83.81 98.21 80.29
25-50 25 N/A N/A 0.7231 81.41 97.18 78.31
25-50 25 N/A 0.1 0.8402 79.81 96.92 76.83
25-50 25 N/A 0.15 0.7187 81.89 97.18 78.79
25-50 25 N/A 0.01 0.8263 79.97 96.92 76.99
25-50 100 N/A N/A 1.1801 85.26 96.41 82.82
25-50 100 N/A 0.1 1.1594 85.10 96.67 82.49
25-50 100 N/A 0.15 1.6054 80.61 98.97 76.74
25-50 100 N/A 0.01 1.7143 78.85 97.95 75.49
50-75 25 N/A N/A 0.9830 80.77 98.97 76.89
50-75 25 N/A 0.1 0.7839 84.46 98.46 80.84
50-75 25 N/A 0.15 0.9720 80.61 98.72 76.85
50-75 25 N/A 0.01 0.7943 83.97 98.72 80.21
50-75 100 N/A N/A 1.1906 83.33 98.72 79.55
50-75 100 N/A 0.1 1.4501 81.73 98.72 77.94
50-75 100 N/A 0.15 1.4703 83.49 98.97 79.59
50-75 100 N/A 0.01 1.4572 84.29 99.23 80.29
75-100 25 N/A N/A 0.7392 81.73 97.18 78.63
75-100 25 N/A 0.1 0.4633 85.26 94.10 84.17
75-100 25 N/A 0.15 0.7121 82.05 96.67 79.20
75-100 25 N/A 0.01 0.4697 85.26 94.10 84.17
75-100 100 N/A N/A 0.8867 84.29 95.64 82.16
75-100 100 N/A 0.1 0.8265 86.22 96.41 83.93
75-100 100 N/A 0.15 0.6741 87.02 93.33 86.87
75-100 100 N/A 0.01 0.6322 87.18 93.08 87.26

Table 5.10: The effect of dropout on the Binary classification accuracy of the downstream
classifier on the PneumoniaMNIST dataset shown in table

5.9.



Chapter 6

Conclusion

This thesis has explored how artificial neural networks can be effectively trained at the edge

by distributing computation across IoT devices for deployment in healthcare applications. The

research began by addressing the critical challenge of anastomotic leak detection, demonstrat-

ing the necessity of an autonomous detection system while identifying key obstacles: limited,

imbalanced data and strict privacy concerns that restrict data sharing between institutions.

To tackle these challenges, a system was developed to generate images of the anastomosis

from a 3D model, successfully increasing the amount of training data available for healthcare

applications. This approach introduced a novel method for visualising the anastomotic joint,

reducing reliance on advanced imaging modalities such as Computed Tomography (CT) or

Magnetic Resonance Imaging (MRI). The success of this system underscored the primary hurdle

in modern healthcare AI: the scarcity of labelled medical data and the privacy constraints that

limit inter-hospital collaboration.

This realisation prompted an investigation into federated learning, a privacy-preserving paradigm

enabling collaborative neural network training without the need for sharing sensitive data. To

address the lack of trust between participants, blockchain technology was seamlessly integrated,

resulting in a decentralised system that required no inherent trust among collaborators. This

combination not only ensured robust data security but also demonstrated the ability to outper-

form traditional network training methods by enabling efficient and secure collaboration across
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institutions.

The research culminated in a practical demonstration of federated learning on IoT devices,

proving the potential for edge-based neural network training in medical environments. By

leveraging IoT devices already present in many hospitals, the feasibility of distributed training

at the edge was firmly established. Additionally, the development of a novel blockchain consen-

sus mechanism, tailored specifically for federated learning, fully integrated these technologies

and optimised distributed training within existing hospital infrastructure.

By uniting federated learning, IoT edge computing, and blockchain technology, this thesis

presented a comprehensive, privacy-preserving framework. This framework addresses the core

challenges of data scarcity, privacy, and computational efficiency in modern healthcare, paving

the way for broader adoption of AI-driven solutions in clinical practice.

6.1 Summary of Thesis Achievements

This thesis has delivered several significant contributions to the fields of healthcare, machine

learning, and IoT, showcasing the potential of decentralised federated learning at the edge. The

key achievements are:

• Introduced a novel system capable of generating alternative views of an anastomotic ring

from a 3D model, providing a practical substitute for complex imaging modalities such

as CT and MRI. This advancement enhances data availability and introduces innovative

visualisation methods for clinical applications.

• Produced robust evidence that decentralised federated learning at the edge can outper-

form traditional, non-federated training approaches.

• Successfully implemented a federated learning system on IoT devices, delivering physical

results that demonstrate the feasibility of distributed training in real-world medical envi-

ronments. This framework is extendable, enabling researchers to replicate and test their

own networks using the same infrastructure.
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• Designed Proof of Reasoning (PoR), a novel blockchain consensus mechanism specifically

tailored for decentralised federated learning. PoR ensures secure and privacy-preserving

collaboration between hospitals, addressing the trust deficit in inter-institutional data

sharing.

• Enabled advanced federated aggregation by combining MAEs with the PoR consensus

mechanism. This approach allows securely encoded data to be shared without imposing

constraints on the network architecture, balancing data privacy and utility.

These achievements collectively represent a comprehensive framework for leveraging federated

learning, IoT edge computing, and blockchain technologies to address critical challenges in

healthcare AI. This work lays the foundation for scalable, privacy-preserving, and collaborative

solutions to advance clinical decision-making and medical research.

6.2 Future Work

The research presented in this thesis opens several avenues for further exploration and advance-

ment. Key areas for potential future work include:

• Expanding the Use of Masked Autoencoders (MAEs): Investigating the impact of multi-

channel input data on the performance of MAEs for feature extraction could deepen our

understanding of their capabilities, particularly in medical imaging.

• Enhancing Blockchain Integration: Incorporating additional blockchain technologies, such

as smart contracts, could facilitate automated and trustless operations, improving scala-

bility and efficiency in federated learning frameworks.

• Integrating Generative Capabilities into Classifiers: A natural progression of this work is

to integrate generative capabilities into the downstream classifier, discussed in chapter 5.

Recent research has shown the potential of combining image generation and classification

tasks within a single model, utilising masked autoencoders (MAEs), leading to improved
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performance for both tasks [112]. Leveraging this approach could result in more versatile

networks that unify generative and discriminative capabilities.

• Autonomous System Design with Bootstrapping: By combining the generative and clas-

sification components explored in this thesis, a novel paradigm could be developed where

iterative network generations are used to bootstrap subsequent iterations. This would

form a self-improving, autonomous learning system capable of advancing without exter-

nal supervision.

• Federated Generative Adversarial Networks (GANs): GANs present an intriguing oppor-

tunity for federated design. Participants could collaboratively train generators against

a shared global discriminator, using blockchain-based mechanisms to validate and rank

generator performance. Conversely, individual participants could train their discrimina-

tors against a federated generator, removing the need to share real data and maintaining

privacy.

• Harmonising Generative and Federated Systems: Combining the generative capabilities of

GANs with federated learning and blockchain technologies could lead to a more integrated

and harmonious framework. This would enable a fully autonomous, privacy-preserving

system with both generative and classification capabilities, transforming how Artificial

Intelligence (AI) is leveraged in healthcare.

These directions align naturally with the foundational work in this thesis, building upon its

contributions to create increasingly sophisticated and impactful systems for healthcare appli-

cations. They represent exciting possibilities for advancing federated learning and IoT-enabled

Artificial Intelligence (AI) in medical environments.
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